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This Textbook of Statistics for Class-XIl has been designed to help
the students to grasp basic statistical concepts and techniques. Real
life opportunities and situations have been provided for applying

them in relevant situations.

Two major divisions of Statistics namely Descriptive statistics and
Inferential statistics were considered while developing this material.
The chapters on Descriptive statistics will provide you with a
perspective to look at data and to communicate information
effectively and efficiently. The chapters on Inferential statistics will tell
you, how statistics supplies powerful concepts to estimate the
pervasive effect of chance and will help us to generalise beyond limited
sets of actual observations. Scopes for doing practicals have also been

provided, wherever possible.

Novel and emerging ideas and concepts in Statistics have been
discussed in the Textbook. This will equip you with a global outlook to
enter into the field of statistics, as a professional. The learning
outcomes envisaged in each chapter will enable you to look for the
purpose of learning each chapter. In the end you can assess yourself
- your level in achieving the concepts and ideas. Suggestions and

comments about this book are most welcome.

Dr. S.Raveendran Nair
Director

SCERT; Kerala
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Chapter 1

Correlation Analysis

Significant Learning Outcomes

U-\*e know that a bivariate

et eomEls s e v varables with o After the completion of this chapter, the

. . . . . lcarner:
certain relationship. The variablesin a

bivariate data distributioncanbe both ™
numerical, both categorical or one m Recognises different types of

Identitics the meaning of corrclation.

numerical and one categorical. Scatter correlation.
plot 158 the graphica] representation of u | txplains the methods of Stud‘\-"il'lg
bivariate data. The degree of variation corrclation.

between two variablesis covariance, If @ Identifies rank correlation coethicient.
there exists some relationship between g Uses the Karl Pearson’s coetficient of
two variables, and if we study it, then correlation.

that statistical study is called Bivariate g Uses rank correlation coefficient in
Analysis. Consider the examples- suitable situations.
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advertisement cost and sales of a product, price of a commodity and its sale. With
increase in the advertisement cost, the quantity sold is bound to increase. Or, with
increase in the price of a commodity, the quantity sold 1s bound to decrease. These
relationships may be linear or non linear (curvy linear). Stmilarly, relationships may exist
between two or more variables. In this chapter, we discuss only the linear relationship

between two variables.

Correlation analysis is useful in physical and social sciences. It is used to study

- the relationship between variables. It helps in measuring the degree of relationship
and to compare the relationship between variables. Correlation 1s the basis of the
concept of regression which 1s used for estimation.

1.1 Meaning of Correlation

- Correlation refers to the relationship between two variables in a bivariate distribution.

- We can observe a certain relationship between two variables in the following cases.
B Price of product and its demand.

B Price of product and its supply.

B Wage and price index.

B Height and weight.

In each case, we can statistically analyse the degree or extent to which two variables
~ fluctuate and relate to each other.

Let us congider some cases in detail.
Look at the following cases and corresponding scatter plots.

Case (i): Consider a certain brand of television. The amount utilised for advertisements

and quantity sold in ditferent years are given below.

Amount of advertisement 25 50 70 80 100 130 170
(in Rs *000) (X)

Quantity sold (Y) 1007220 2200 340 370 410450
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Scatter Plot

500
450 ®
400 ®

350 o

300
250
200 * o
150

100 ®
50

Quantity sold (Y)

0 25 50 75 100 125 150 175 200
Amount of advertisement (in Rs *000) (X)
Fig. 1.1

Case (ii): Consider the case of CFL lamps. The price and quantity sold in different
months are given below.

Price (X inRs.) 300 100 P00 S0 200 900 G A0

Quantity sold(Y) 275 234 220 235 160 140 100 130 80

Scatter Plot
300

250
200

150 e

100 @

0 50 100 150 200 250 300
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Case (iii): The height in cms. and marks in English out of 50 of 10 students are given as
follows.

Height in cms. (X) 150 165 155 156 158 163 158 162 152 167

Marks inEnglish 38 40 35 39 25 27 32 37 28 34
out of 50 (Y)

45
40 &
o ® .
Y 35
o °
30 ®
° °
25| ®
Ty
150 155 160 165 170
X
Fig. 1.3

Examine the data and scatter plots in these cases. What is your inference about the
relationship between the two variables? We can see that values of X and Y increases
together in case (i). whilein case (ii), values of Y decreases as the values of X increases
and in case (ii1), no such relationis seen between X and Y. From this we can conclude
that there may be some relation between the variables or there may be no relation
between the variables.

Correlation analysis deals with the association or co-variation between two variables
and helps to determine the degree of relationship. Correlation is the study of the degree
of relationship between two variables. The correlation expresses the relationship or
interdependence of two variables upon each other, in such a way that, changes in the
values of one variable are sympathetic with the changes in the values of the other.
Correlation also shows the degree of co-variation.

Correlation Analysis 1s the study of the degree of relationship between
two vantables 1 a bivarate distnbution.



STATISTICS - XlI

5% o Kinow your progress

List any three pairs of related variables which are very familiar to you.

. Types of Correlation
Depending up on the nature of the relationship between the variables, correlation can
be classified into:
1. Positive correlation
2. Negative correlation
3. No correlation or Zero correlation

Let us look into some details.

1. Positive Correlation

Ifthe two variables are moving together in the same direction, then the correlation is
called positive correlation. That 1s, increase in the value of one variable is accompanied
by anincrease in the value of the other variable and decrease in the value of one variable
1s accompanied by a decrease in the value of'the other variable.

Use of tertilizer and yield of crop, price and supply, income and expenditure, etc., are
examples for variables with positive correlation,

2. Negative Correlation

If the two variables are moving in opposite direction, then the correlation is called
negative correlation. That 1s, increase in the value of one variable is accompanied by a
decrease inthe value of the other variable and decrease in the value of one variable is
accompanied by an increase in the value of the other variable.

Intensity of light and distance from the source, price and demand, pressure and volume,
etc., are examples for variables with negative correlation.

3. No correlation or Zero Correlation

It there is no association between the two variables, we say that there is no correlation
or zero correlation. If'the change in the value of one variable is not accompanied by any
changes in the value of the other variable, then the correlation 18 zero or the variables
have no correlation.

Amount of rainfall and scores in an examination, height and intelligence, etc., are examples
for variables with zero correlation.

In some cases the relationship between the two variables may be proportional to each
other. This is a case of perfect correlation.
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Perfect Correlation

It'the change in the value of one variable is proportional to the change in the value ofthe
other variable, then the correlation is said to be perfect. If the variables are directely
proportional then the correlation is perfect positive and if they are inversely
proportional, then the correlation is perfect negative.

Radius and area of circles, sales and revenue, days of working and income of daily
wage workers, hours of working and power consumption of electric appliances are
examples for variables with pertect positive correlation.

Examples for variables with perfect negative correlation are pressure and volume
(temperature kept constant), speed and time taken for travelling of vehicles, price index
and purchasing power of money.

Write examples for the following:

+ Positively correlated variables

» Negatively correlated variables

+ Perfect Positively correlated variables

+ Perfect negatively correlated variables
+ Zerocorrelated variables

1.3 Methods of Studying Correlation

The different methods of studying correlation are discussed below.

1. Scatter Diagram

Scatter diagram 1s a
graphical method of
studying correlation. It is the
simplest method of finding
out whether there is any
relationship between the
two variables by plotting the
values on a chart. 1t1s also
known as scatter plot.

The type of correlation can

200
100

o
o ®
®
® 9
®
() 25 X 75 100 125 150 175
X
Fig. 1.4



4.—-/

be identified by this
method.

Look at the scatter plots.

Fig (1.4) reprsents the
scatter plot of Price (X)
and Supply (Y) of a certain
commodity.

The points in the scatter
plot are rising trom lower
left hand corner to upper
right hand corner. It shows
that, there is positive
correlation between the
variables.

Fig (1.5) represents the
scatter plot of the Price
(X)and Demand (Y) ofa
commodity.

The points in the scatter plot

300
250
200

Y 150

100

0

|
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®
®
®e
®
®
100 200 300
X
Fig. 1.5
° ® ° ~
®
o
® o
®
145 150 155 16} 165
X
Fig.1.6

are falling from upper left hand corner to lower right hand corner. It shows that, there
1s negative correlation between the variables.

Fig (1.6) represents the scatter plot of the Height (X) and Scores in Statistics (Y) of

studentsina group.

The plotted points are
scattered all over the
diagram. 1t shows that
there is no correlation
between the variables.

Fig (1.7) represents the
scatter plot ofthe length of
a side (X) and perimeter
(Y) of squares.

The points in the scatter
plot are talling in a straight

140

120

100

80

Y 60
40

20

0

®
°
°
°
®
o
°
°
°
°
o
] 10 20 30 40
Fig.1.7
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line from lower left hand
corner to upper right hand
corner. It shows that, there
is  perfect positive
correlation between the
variables.

Fig (1.8) represents the
scatter plot ofthe Age (X)
and remaining years of
retirement (Y) with
regards to teachers in a
school.

]
®
o
°
)
®
®
o
e
°
®e
o ®
X) 23 30 33 40 45 k) 35
X
Fig. 1.8

The points in the scatter plot are falling in a stright line from upper left hand corner to lower
right hand corner. It shows that, thereis perfect negative correlation between the variables.

By observing the scatter diagrams, try to identity the merits and demerits of'a scatter

diagram. The following are some of them.

e Simple and attractive

Easy to understand

Gives a rough idea at a glance

e Not influenced by extreme items

Does not give the exact degree of correlation

?:":Scorcs in Economics 83
out of 100 (X)

35

gccnu n Lcc)n()mu:s and Stansacs of 10
are given below. Draw the scatter plot and interpret it.

25

students 10 a cest

14 65 25 78 32 58 4

3::Scores in Statistics 73
out of 100 (Y)

63
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%\@wijﬁg
Collect the scores obtained by 10 students in different

subjects in class X1 examination and draw the scatter plots
for each pair of subjects. Find the subjects which are most
correlated, least correlated and not correlated.

Coefficient of Correlation

Coeflicient of Correlation is a relative measure showing the degree of relationship between
two variables. It is a pure number free from units of measurement which can be used for

comparison,
The most commonly used coefficients of correlation are:
¢ Karl Pearson’s Coeflicient of Correlation

¢ Spearman’s rank Correlation Coeflicient

Karl Pearson’s Coefficient of Correlation

Karl Pearson, a great biometrician suggested a mathematical method for measuring the
magnitude ofthe linear relationship between two variables. The most widely used method
n practice is Karl Pearson’s Coefficient of Correlation. 1t is usually denoted by ‘.

Karl Pearson’s Coeflicient of Correlation between the variables X and Y is given by:

0x, y) = covariance between x and y
V)= (standard deviation of x)(standard deviation of y)

_ Covix, y)

Where
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oy =(yZ0-9)’

2 (-3 (r-¥)

== i |
I

VI%Z(X—;)z \|'; (}’—.}_’)2

1 S
—2kv —x v
o

~
I

s s 11_ » _» ,onsimplification
I TR

HExy —2X 2 ¥
nEx’—(Zx) Jnzy —(Zyy

F =

ar

Cov(x,
?’(x.»}’)zoo-':Lof)

_ HY xzy -2 x 2 ¥
\.!HZ X — (X x)’ \/HZ v -y

It is obvious that the value of coeflicient of correlation (r) always takes values from -1
to+1. Thatis _1 <y < 1. Thisimplies that rcanbe +1, -1, 0, between 0 and +1 and
between -1 and 0. Look at the interpretations given below.

Interpretation of Karl Pearson’s coefficient of correlation
1. Ifr=+1, then the correlation is perfect positive.

il.  Ifr=-1, then the correlation is perfect negative.

ii. Ifr=0, then the correlation is zero.

iv.  If0<r<+1, thenthe correlation is positive.

v. It-1<r<0, thenthe correlation is negative.
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Properties of coefficient of correlation

1)  Coefficient of correlation takes any value from -1 to +1.

Thatis, 1<, <1

2) (1) Magnitude of Coefficient of correlation is unaltered, if'a constant 1s added to

(subtract trom) the values of one variable (both variables)

() Magnitude of Coefficient of correlation 1s unaltered, if the values of one
variable (both variables) are multiplied (divided) by a constant.

—4 and v=2"5 4 b canddare

. _ _ X
ie. r{u, v)= 45 (x,y)where u 5 7

constants.
3)  Correlation coefticient i1s symmetric with respect to variables. 1.e. 1 (x, y)=r (v, x).

4)  Correlation coefficient between two independent variables is zero. But the

converse need not be true.

Karl Pearson was born in
London on 27th March 1857, ﬁga?-um;
ITe worked m the University of
London and formed the
Department of Applied
Statstics. He meorporated the
biometric and Galton
laboratones to this department.
ITe remained with the
department untd his retirement
in 1933 and continued to work
oll his death m 1936.
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Proof for property 2

_ x-a _ . _y-c
Letu = B and v d
Cov(x,y) o, o,
Then Cov (u, v) —T, o, = 5 and o, = vE
Covix,y)
Coviuy) = __bd  Cov(x,y)
rwv) T 6.9, T T oo, =rxy)

b d

Proof for property 4

The corrclation cocfficient between the variables given below is zero but the
variables are related by the relation p = (x - 20)“

X 10 15 20 25 30

Y 100 25 0 25 100
That 1s, correlation coefficient is zero implies the absence of linear relationship between
them. They may however, be related in some other form.Similarly coefficient of
correlation may be calculated mathematically from the given values of two variables even
though they are really independent.

‘} Tilustration
N/ lllustration 1.1

L The following sives the scores obtamed in Statistics (X)
g and Liconomics (Y) out of 50 by 10 students 1n dass tests,

X 18 25 3 31 12 22 28 23 38 45

Y le 34 12 28 21 25 31 27 20 40

Draw the scatter diagram and find the Karl Pearson’s coefticient of correlation.

I |
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Solution:

Scatter diagram

40 °
35
30 °
25 5
20 °

Scorg in Economics (Y)

0 10 20 30 40 30
Scorc in Statistics (X)

Fig. 1.9

25 34 623 1156 830
3 12 25 144 60
31 28 961 784 868
12 21 144 441 D
22 23 484 623 350
28 31 784 961 863
25 27 329 729 621
38 29 1444 841 1102
45 40 2025 1600 1800
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RYxy -2x 2y

r= -
Jnxi-Cxy jnsy’-(CyY

Karl Pearson’s coeflicient of correlation,

B 10 x 7259 — 247 % 263
J10x 7345 —(247)° 10x 7537 — (263)°

=0.8686
The value of the coefficient of correlation ‘r’ 1s between 0 and 1. Therefore the correlation
between the scores in Statistics and Economics is positive.

7 *jy P progrese

cights {in mches) of 12 fathers (X and that of therr eldest son
(Y)are grven. Draw the scatter diagram and find the Katl Pearson’s
coefficient of correlaoon.

B N e 2 2 70 65 62 64 62 67

B 67 65 68 63 61 69 62 65 65

%\gﬁiyijﬁ}é

Collect the data on the number of hours of study and scoresina
Statistics examination of 20 students in yvour class. Find the
coctfictent of correlanon and meerpret the result.

Spearman’s rank correlation coefficient

Some times in a bivariate data, one or both variables are
expressed in terms of ranks instead of being expressed in actual
values. Generally qualitative characteristics like honesty, beauty,
efficiency, intelligence, etc., are better expressed by allotting
ranks such as first, second, etc. The study of correlation of the
characteristics expressed by ranks 1s called rank correlation.
The primary purpose of computing a correlation coeflicient in
such a situation 18 to determine the extent to which the two sets
of ranking of some individuals are in agreement or not.

Charles Edward Spearman,

Charles Edward Spearman, a British psychologist found out
the method of ascertaining the coefficient of correlation by ranks. This measure is useful
in dealing with qualitative characteristics.
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Spearman’s rank correlation coefficient is denoted by £ andis given by:

_,__6%d’ or po1- 6Zd”
n(n’ -1 n’—n

Where d = difference of ranks of an individual and n = number of individuals.

= __6zd? 1 63d°
n(n’ -1 or & n’—n

[ Tiustration lllustration 1.2
R/

Ranks obtamed by 10 students m a Mathematies examination
and their ranks in an mtelligence test is given below.

Ranks in Mathematics 1 3 6 I 5 9 2 4 7 B

Ranksinintelligencetest 4 5 3 g8 9 10 1 2 7 o
Find the rank correlation coeflicient.
Solution:
Here the ranks of the students are given.

Ranks in Mathematics 1 3 Gl naS Qe i s

Ranksinintelligencetest 4 5 3 8 9 10 1 2 TRt S

| 4 -3 9
3 5 -2 4
6 3 3 9
10 8 2 4
5 9 -4 16
9 10 -1 |
2 1 1 l
4 2 2 4
7 7 0 0
8 6 2 4
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. 6xd”
p_l_ 3
- —n
. 6x52
10° —10
312
-7 990
=1-03152
=10.6848

rogrEtt

7 ;fﬂéthvwggjgm

2 %4 Ihe ranks gtven by two judges to 10 competitors m a beauty
b = contest are as follows. Find the rank correlation coefficient.

~ Judgel B2 5 7 2 1 10

~ Judge?2 B o 8 3 7 5 15 R

Calculation of rank correlation coefficient when the ranks are repeated

Sometimes it may be necessary to assign equal ranks to two or more items. In such
cases, it 18 customary to give an average rank to each item. Thus, if two 1tems are

+3
2

2.5. Similarly if three items are ranked equal say at fifth place, each of them can be

given the rank S+2>_+?'

correction factor is to be added to the value of 3,4 inthe above formula tor calculating

. 2 .
ranked equal say at second place, each of them can be given the rank , that is

, that1s 6. When equal ranks are assigned to some entries a

S(m’ —m)
12 ’

where m stands for the number of items with common rank. If there are more than one

such group of items with common rank, this value 1s added as many times as the number

the rank coefficient of correlation. The Correction Factor (C.F) 1s given by

6xd’ +(C F

of such group. The formula can be writtenas: o =1- R

=(m’ —m)

Where C.F = B
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lllustration 1.3

Acompetitive test includes written test, group discussion and interview.
The scores obtained in the written test by 10 top rank holders are

!g Tllustration
L

given below,

Rank 1 2 3 4 5 6 7 8 9 10

Scoresinwrittentest 78 63 65 62 63 58 63 52 50 52

Find the rank correlation coefficient between the final rank and scores in the written
test.

Solution:

First we have to rank the individuals according to the scores in the written test. The
score 63 1s repeated 3 times in the third, fourth and fifth places. Similarly 52 is repeated
twice inthe places eighth and ninth. Therefore rank 4 is assigned to the persons scored
63 and rank 8.5 is assigned to persons with score 52.

Rank at final 1 2.3 4 5 & Y B 9 10
Rank in written test L ethn e Zes 503 4o B8 100855

R, R, d i

1 0 0

2 4 -2 4

3 2 1 1

4 5 -1 1

5 4 ] [

6 7 -1 [

7 4 3 9

8 8.5 -0.5 0.25

9 10 -1 1

10 8.5 1.5 2:25
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Rank 4 is repeated three times.

]. 3 ]. 3
2 =—(m -m)=—(3-3)=
There for C. F 12( ) 12(3 y=2

Rank 8.5 isrepeated two times.

]. a ]. 3
2 =—(m -m)=—(2"-2)=
There for C. F 12( ) 12( })=05

Total CF=2+05=25

_6Zd+C I

=1
r w—n

| 6x205+25
10° 10

=1-0.1393
=0.8607

727 Know youp progress___

5 ‘The scores obtamed by 12 students m a written test and ranks m

performance are given below. Find rank correlation coefficient.

 Scores in B0 15 16 13 18 17 11 13 18
wiitten test

~ Rankin 8 7 7 iy 5 11 4 9 03

- performance
iy NV,
X Conduct a quiz competition based on Statistics. Find the

rank correlation between the ranks of the top 10 students
m the quiz competition and their scotes in statistics class
Lest.



/

STATISTICS - XlI

“ {/&2 }?

o8 let us conclude
Correlation is the study of relationship between two variables. Correlation can be studied
graphically using scatter diagram. Different types of correlation are positive, negative
and no correlation. If the variables are directly proportional, then the correlation is
perfect positive and it the variables are inversely proportional, then the correlation is
perfect negative. Correlation coefficient is the measure of degree of relationship between
two variables. Karl Pearson’s coeflicient of correlation 1s most widely used. 1f one of
the variables or both are qualitative, then we use Spearman’s rank correlation coefticient
to find the degree of relationship. The method of finding rank correlation coefficient
when the ranks are repeated 1s also explained in this chapter.

P I 0 00
(@) Lab Activity
(8

Verify the results obtained m Tllustration 1.3 using spread sheet
application.

= Y EE
- |5y ey o

Letu

(¥
i
(Y]
AL
i
A
7

For Questions 1-6, choose the correct answer from the given choices.

1. The maximum value of coefficient of correlation is;

a)0 b) 1 c)-1 d) infinity
2. The value of the coefficient of correlation:

a) Has no limit b) Canbe greater than 1

¢) Can be less than -1 d) Varies from -1 to +1

3. The coeflicient of correlation will be:

a) Positive b) Negative
¢) Either positive or negative d) Positive or negtive or zero
4. Ifthe correlation between the variables X and Y 15 0.3, then the correlation between
the variables 2X and Yis.........
a)0.6 b) 0.9 ¢)0.3 d) 0.4

I s
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5. Ifthe value of Pearson’s correlation coeflicient calculated for marks in Statistics
and Economics of 100 students 15 0.9, there exists ............... type of correlation
between the two variables.

a) High positive b) High negative
¢) Pertect positive d) Perfect negative

6. Ifthe correlation coeflicient between the two variables X and Y is 0.4, then the
correlation coefficient between X+3 and Y-51s ..........
2) 0.8 b) 0.4 c)0.2 d)0.6

7. Raw cotton imports and cotton manufacture in million tons of a certain state tor
different years are given. Construct a scatter diagram.

Raw cottonimports 47 64 100 97 126 203 170 115

(in million tons)
Cotton manufacture 70 85 100 103 111 139 133 115
(in million tons)

8. The price in rupees( X) and supply in quintals (Y') of birtyani rice in a whole sale
store 1s given. Draw a scatter diagram and mnterpret it.

X 10 22 34 33 69 85 93 98

Y 32 36 25 45 32 56 36 68

9. Calculate Karl Pearson’s coeflicient of correlation between price and supply of
commodity of a retail dealer from the following data.

Price (in Rs.) 25 38 29 32 35 38 40 42

Supply(inKg) 38 35 39 45 42 48 39 52

10. Calculate the coeflicient of correlation between the height of tathers and sons
from the data given below.

Height of father (ininches) 64 65 66 67 68 69 70

Height of son (in inches) 66 67 65 68 70 68 72

11. The following data relate to the income (x) and expenditure (y) of 5 workers.
Compute Pearson’s correlation coefticient.

2 =5)? = 1000, 5y -5)? =40, z(e ~F)(v -¥) = 100

I > |
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12. The covariance between the variables X and Y is 10 and the variances of X and Y

are 16 and 9 respectively. Find the coefficient of correlation,

13. Calculate the coefficient of correlation between age of cars and annual maintenance
cost and comment.

Age of cars 2 4 6 7 8 10 12
(years) X

Annual maintenance 16000 15000 18000 19000 17000 21000 20000
cost (rpees ) Y
14. Theranks of 10 students in two subjects of an examination 1s given as follows

Subject A 1 2 3 4 5 ) 7 3 9 10

Subject B 3 4 2 3 5 ) 9 1o 7 3

Find rank correlation coefficient.

15. Themarksin X1 and XII examinations for 5 students in Statistics are given below.
Compute the rank correlation coefficient.

Marks in XTI (x): 32 49 50 28 30
Marksin XII (v ). 40 50 55 25 43

16. The scores given by two judges in an elocution competition for 5 competitors are

as follows:
Judge I 70 65 72 64 78
Judge 11 91 76 66 48 55

Find the rank correlation coeflicient.

17. Find out the coeflicient of correlation between X and Y by the method of rank

differences
X : 22 24 27 35 21 20 27 25 27 23
y : 30 38 40 50 38 25 38 36 41 32

[
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18. Find the spearman’s rank coetlicient of correlation between sales and profits of
the following 10 firms

Firms : A B C D E F G H 1 J
Sales : 50 50 53 60 65 03 03 60 060 50
Profit : 11 13 14 16 16 15 15 14 13 13

19. The marks in Class XI and the Class XTI exams for 7 higher secondary students in
Statistics are given below. Compute the rank correlation.

Marks in Class XI 15 14 25 14 14 20 22

Marks in Class XII : 23 12 18 23 40 107



Chapter 2

Regression Analysis

The correlation coefficient we have

discussed in the previous chapter simply
tells us about the direction and strength
of relationship between two variables. In
1889 Sir Francis Galton published a
paper on heredity. He reported his
findings based on the study of relationship
between the heights of fathers and their
sons. He observed that the height of
offsprings regress towards the mean.
While dealing with economic and
commerce data, we are required to make
prediction and estimation. Prediction is
one of the major problems in almost all
spheres of human activity. Regression

Significant Learning Qutcomes

After the completion of this chapter, the

learner:

m ldentifics the concept of regression
analysis.

m Estimates unknown values for
corresponding values given.

m Rccognises regression lines and
thetr pomnt of intersection.

m  Explams properties of regression
cocthicients.

and

m Comparcs  corrclation

rCgrassion.
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analysis 18 one of the scientific techniques for making such
prediction. Regression analysis also measures the percentage

variation in dependent variable due to the influence of
independent variable. It is one of the most widely used
statistical techniques in almost all real life situations. We study
more about regression analysis in this chapter.

2.1

Regression is a measure of the functional form of relationship between the variables. Or,
In other words, it is a mathematical measure of the nature of relationship between the
variables. The word regression means ‘going back’. 1t 1s the study of cause and effect
relationship. In this chapter we will focus only on linear regression, which involves only
two variables. They are dependent variable and independent variable. It helps us to
estimate the unknown values of dependent variables from the known values of

Meaning of regression

Sir Francis Galton

independent variables.

For e.g. : By using the technique of regression, an economist may be able to estimate
the demand of a commodity for a given price or an agriculturist can predict production
based on rainfall.

Regression analysis is a mathematical measure of the nature of
relationship between two or more vanables.

Independent variable and dependent variable

Suppose, a researcher studies the effect of age on a person’s blood pressure. Here
‘age’ is an independent variable and ‘blood pressure’ is a dependent variable. If
expenditure of a person depends on hisincome, the variable ‘income’ is independent
variable and ‘expenditure’ 1s dependent variable. The variable whose value is to be
predicted, is called dependent or response variable and the variable used for prediction
1s called independent or predictor variable.

2.2 Linear regression

When the given bivariate data are plotted on a graph paper we get a scatter diagram.
We can construct straight lines through the points in the scatter diagram as shown in the
figure given below.
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0 2 4 6 8 10 12 14

X
Fig. 2.1

If the points on the scatter diagram concentrate around a straight line that line is called
regression line or line of best fit. The line of best fit is that line which is closer to the
points in the scatter diagram. The equation of such a line 1s the first degree equation in
X and Y. Since the relationship between the variables X and Y is not reversible we have
two regression lines. One regression line shows regression equation of Y on X and
other shows regression equation ot X on Y.

Regression ine of Y on Xis used to predict Y for a given value of X and
Regression line of X on Y 1s used to predict X for a given value of Y.

2.3 Regression equations

Regression equations are the equations of the regression lines. When we have two
variables X and Y, we can think of two regression lines. One is regression equation of
Y on X and other is regression equation of X on Y. Regression equations can be
derived using Legendre’s principle of least squares.In regression equation of Y on XY
is dependent variable and X is independent variable.

Regression equation of Y on X is given by

.}"_.} = b}x(x_;)
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Where 5 = %: mean value of Y

r = ——= meanvalue of X
#

b}x = Regression coetlicient of Y on X

_ Cov(X.,Y) b - nrIxy — LxXly
var X OF " psx® — (2x)?
Similarly when X is dependent variable and Y is independent variable we have another
equation known as regression equation of X on Y. It 1s obtained by the formula.

Regression equation of X on' Y

x=x=b_(y-y)

Where b_ is the regression coefficient of X on Y.

_ RXxy—XxLy
v nzy’ - (Sy)

Principle of least squares states that sum of squares of vertical deviations
from the observed values and values obtamed by the Ime of best fie

should be minimum. ie., if d ,d.d,....... are the deviations then

prncple of least squares states that thelme of best fie should be drawn
soas d *+d, +d . is minimum.

25

20
line of best fit

Fig. 2.2



/

STATISTICS - XII

lllustration 2.1

!g Tllustration
i
\ L

The followmg data relate to sales and purchase of 10

ﬂ | important shops m a city.
Sales (000’s): 4 ) 5 9 10 7 2
Purchase(0007s). 2 5 3 7 7 3 |

Form the regression equation and also evaluate the amount of sales for a purchase of
Rs. 9000,

Solution
Let us take sales as the variable X and purchase as the variable Y

4 2 8 4
6 5 30 25
5 3 15 9
9 7t 63 49
10 i 70 49
7 3 21 g
Z | 2

1

The equation of regression line of X onY 18

o B, DBy
n 7 n 7
_ nXxy - LxXy

T oazyt - (Zy)

7x209-43x28
7 x 46 —(28)°

=1.08

The equationis x — X = bw, (y— ;)
ie.,x—6.14=108 (y—4)
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To find the amount of sales when purchase is 9000, we put Y = 9 in the above regression

equation
x—6.14  =1.08(9-4)
X =614+108 x5
=11.54

7% 7 Know your progress

g o : e ;
/7 1e following data telate to the experience of machine
R, operators and therr performance raongs.

Operator experience(X)inyears 16 12 18 4 3 Egs 5 12

Performance ratings(Y) 87 88 B89 68 78 880 75 83

Calculate the regression line of performance ratings on experience and estimate
performance if an operator has 7 years of experience.

Properties of regression coefficients

The following are important properties of regression coefficients.
¢ In regression equation of y on x ,b__Vx is the coefficient of X.
¢ Inregression equation ofx onvy, bx__V is the coeflicient of Y.
Eg:y-4=12(x-2).b =12
x-6=07(y-2),b =07
¢ The signs of both regression coeflicients are same. That is, regression coefficients

are either both positive or both negative.
®  The product of both regression coefficients should be below one. That is,

b, b, <l

¢ The geometric mean of the regression coefficient 1s Coefficient of correlation

ie, r=x1Jb b

a, a

. ¥ . ES
* b =f*""andb_="~
¥ o By a

x ¥

where o, is standard deviation of Y and & i3

standard deviation of X,

* b, #b_ ingeneral
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g,
b, xb, = Fx—"XIx
e XP o o

X

:I‘Z
El

ie, r==%b xb_  whereris correlation coefficient.

When bothb_and b_ are positive, ris positive.
Whenbothb_andb_are negative, ris negative.
: |ll_lF;‘t.l"atiClI'l I"ustration 2.2

The following data relate to area of cultivation in hectores
of land(X} and agricultural cutput m tonnes(Y).

X Y
Arithmetic mean 50 30
5 2

Standard deviation
Coefficient of correlation=0.7

1) Calculate the regression equation of agricultural output on area of cultivation.

2) Estimate agricultural output when there are 80 hectores of land available.

Solution
Given =30 o,=2
x =50 o.=5
r=07

To find the regression equation of agricultural output on area of cultivation, we
need to find the Regression equation of Y on X
gy

1

Regression coeficient of Yon X, (b ) = 7' o

2
b, = 07x< =0.28

b

Regression equation of Y on Xis y — I =b (x— ;)
y—30 =0.28 (x— 50)
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2)  To estimate agricultural ouput on Area of cultivation, substitute x = 80
y—30=0.28 (80 — 50)
y—30=0.28(30) =84

y=30+84=384

ustration

. lustration 2.3

Tet 4x + 3y - 10 = 0 13 the regression equation of Y on X.
L'indb_.

Solution
Sy=4x+ 10
i = ierE
ie, y= s 5

We know that in a regression equation of y onx ,b_ is the coefficient of x.

4 :
b, = 3 - the coefficient of x.

lllustration 2.4
Calculate correlation cocffiaentif b = —0.23 and b&. =—{.75.

Ilustration

Solution

r=x[b, b, =+ J(-0.23(-0.75)

=++/.1725 =£0.4153

7 —-04153 (Sinceb_andb_arc negative.)

*y@w rogress

' he fn]]n\\-mg data are given for marks m Fnglish and
Statistics 1M a certain examination.

Fnglish Statistics
Mean Marks 395 47.5
S.D of Marks 10.8 16.8

Correlation coefficient between Marks in Statistics & Fnglish = 0.42.
(a) l'md the most probable mark in Linghsh 1f marks m Statstics 1s 50,

(b} Listimate the marks in Statistics 1f Marks m Iinglish 1s 35,
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. . e : .
2. Regression cocthexentbetween Xon Y 1s E Corrdation cocfficient between

]
the same vartables 1s 7 Find Regression coetficient between X on Y.

Identification of regression lines

Regression lines are not reversible. Therefore when we have two regression lines an
important problem is to identity which one is regression equation of Y on X and which
oneis regression equation of X on'Y. By supposing one of the equation as the regression
equation of'Y on X and other as X on Y, we can obtain regression coeflicients. If the
product ofthe these two is numerically less than one then our supposition is true. However
if their product is greater than one then our supposition is wrong. The regression lines
can be identified as in the tollowing example.

Tlustration lllustration 2.5

Out of the two Imes of regression given by x+ 2y —5=10

and 2x + 3y — 8 = 0 which one 1s the regression ime of X on

Y and which one 1s regression line of Y on X.

Solution:
X2y = 5= 00 (1)
2x+3y-8=0......ci (2)

Let us assume equation (1) as the regression equation of X on Y and equation (2) as
regression equation of Y on X.

Let equation (1) be writtenas x=-2y+5 theretore b_=-2

-2 8 -2
Equation(2)as y= —X+ 3 therefore byx = EY
3 2z 2z
-2 4 L
b, b, =-2x—/—= 3" 1.33 which is greater than 1
3 2z

. our suppositionis wrong . That means (1) is regression equation of Y on X and (2)

1s regression equationof X on Y,
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717 Know your progress

“ i L'ora group of 50 persons, the regression equations of age
T, (X} and the blood pressure (Y) are 3y —5x + 180 = 0 and

4x + 10y + 100 = 0. I'md the corrclation coctficient.

Point of intersection of two regression lines

When we have two regression lines, they coincide at the point (x, ; ) as given in the

following figure

14

12

0 5 10 15
Fig. 2.3

When = 1, the two regression lines coincide

When r =0, the two regression lines are perpendicular

| § Tlustration lllustration 2.4
i : . . . .
| / Tnalmear regression analysis of 20 observations, the two lines

of regression are 10y + 7x—4 =0and 5x + 9y -1 =0,

a) ldentify regression lines.
b) Obtam the correlation coefficient.

¢) Obtam the mean values of Xand Y.
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Solution
a) 10y+7x—4=0..... .. (1)
5x+9y—1=0.........(2)

Let us assume equation (1) as the regression equation of X on Y and equation (2) as
regression equation of of Yon X.

10
Equation (1) can be written as 7x=— 10y+4 . Therefore 5, =— 3

5
Equation (2) can be written as 9y=— 5x+1. Therefore #,, = — 9

10 5
b__(yxb}x :_?X—g

= 0,79 which 1s less than one,

. Our supposition is correct . That means (1) is regression equation of Y on X and (2)
1s regression equationof X on Y,

by r==% b, xb, =%, |-

=++0,79 =£0.89

r——0.89 (Sinceb_and b_are negative)

c¢)  Since both the lines of regression pass through the mean values, the point (X ¥ )
will satisty both the equations. Hence both the equations can be written as

Tx+10y=4 ... (1)
Sx+9y=1...... (2)
(Dx5—  35x+30p=20........ (3)
(2)x7—  35x+63y=7 .o (4)

Substracting equation (3) from (4) we get 13y = 13

.. ? — —]_
Putting the value of ) = —1 inequation (1) we get = 42

Thus mean of X =2 and mean of Y =-1
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Comparison between correlation and regression

Regression Correlation
1. Regressionis asymmetric. Correlation is symmetric.
2. Regression is the cause and effect Correlation is the association
relationship between the variables. between the variables.
3. Ttisused for prediction. It 1s not used for prediction.
4. Regression is the study of the nature Correlation is the study of strength

ot relationship between the variables.| ofrelationship.

5. 1tisused for further mathematical It 18 not used for further mathematical
treatment. treatment.
6. Regressionisnot reversible. Correlation is reversible.
+"S lletius conclude

In this chapter we have discussed the concept and importance of measuring regression.
Regression 1s widely used tor prediction and forecasting . The knowledge of regression
helps us to understand how the value of dependent variable changes when the value of
independent variable is fixed. We have also discussed about two regression lines and
their importance. The comparison between correlation and regression will give us the
characteristics of correlation and regression.

| (1) The following are the weights (Kg.) and blood glucose levels
(mg /100ml.jof 16 appatently healthy adult males.,

Weight 64 75 73 82 76 95 76 82
Glucose s 109 104 102 105 121 99 100
(aj Obtam the hnear regression cquations
(b) Predict the glucose level of a person who weighs 95 Ke,
2 Thebody weight and the Body Mass Index (BMT) of 7 school
gomg children are given m the followmg table.
Weght (Keb: 150 260  27.0 25.0 255 27.0 320
BMLI: 13.35 16.12 16.74 16.00 13.39 15.73 15.65
(a) L'md the regression equation of BMI wath respect to weight.

(b) Listimate BMI when weightis 40kg,
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For Questions 1-10, choose the correct answer trom the given choices.
I If b, =1 thenb is............
a)lessthan 1 b) greaterthan1  ¢)equalto 1 d) equal to -1

2. Theterm regression was introduced by ........
a) R AFisher b) Sir Francis Galton

¢)Karl Pearson  d) none ofthese

3. It XandY are two variables, then there can be at the most ........... number of
regression lines.
a)one b) two ¢) three d) infinite

4. Ifthe correlation coetlicient between two variables X and Y is negative , then
regression coefficient YonXis.................

a) positive b) negative C) zero d) not certain
5. Inaregressionline of Y on X, the variable X is knownas ...........

a) independent variable b) regressor
¢) explanatory variable ¢) all of the above

6.  The geometric mean of two regression coefficientsb_andb_ isequalto............

ayr b) r c)l d) none ot the above

7. Which one of the following can be regression coeflicients:

v (13 w33 ezl ees

8. Let 2x+3y-5=0 istheregressionlineof XonY thenb = ......... .

2) b) 2 =

-3

[N ) VS

K
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9. Letb =-05,b =-03then the value correlation coefficient=.............. ..

a)—0.15 b) 0.15 c) 0.39 d) -0.39

10. To estimate the value of Y for a given value of X ,the regression equation used is

a)YonX b)yXonY c)bothofthese  d)noneofthese.

11. The following data relate to the age of drivers(X) the and number of motor accidents
which occurred ina locality (Y) during the last 6 months.

a) Form the suitable regression equation.

b) Using the above equation calculate the number of accidents caused by a of
20 year old person.

Age of drivers(years) 19 21 30 45 50 54 25

Number of motor accidents 50 52 40 22 10 14 35
12. Givenisthe data on price and sales of a particular commodity.

Price 20 25 50 15 25 30 20 17

Sales 15 11 10 30 15 17 20 12

Using the technique of regression evaluate sales when the price of the commodity
1s 40 rupees.

13. The following data relate to time spent tor exercising daily in minutes(X) and blood
pressure(Y') of a group of patients.

X Y
Mean 60 100
Standard Deviation 20 15

Correlation coefficient = —0.81
a. Find the equation of suitable regression line.

b. Calculate the blood pressure of a person who exercised 70 minutes daily.

I > |
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14. The following data relate to advertising expenditure and sales of 10 major shops

in a city.

Advertising expenditure (lakhs) Sales (lakhs)
Mean 10 15
SD i 3

Coeflicient of correlation = 0.65
a) Calculate sales when advertising expenditure is 13 lakhs.

b) Calculate advertising expenditure when sales is 20 lakhs.

15. The following calculations have been made tor the price of 12 stocks (X) on BSE
on a certain day along with velume of sales on shares (Y). From these calculations
calculate the regression equation ot price of stocks on volume of shares.

2x=580, Xy=370, X xy =11494, 3 x*=41658, ¥ y*=17206

16. While studying about the relationship between scores on statistics (X)) and scores
on accountancy (Y) the following regression equations were obtained.

Regression equation of Yon x: 3y —2x—100=0
Regression equation of Xon Y: 4y —3x+50=10
a) Find the correlation coefficient.
b) Estimate the scores on Statistics if a student got 50 score in Accountancy.
17. Findthe meanvahies of the vaniables X and Y for the following regression equations.
Regression line of Y on X : 2y —x =50
Regressionlineof XonY : 3y —2x=10

18. The following regression equations are obtained when studying about the demand
(X)and supply(Y) of a group of commodities.

20—3x—-2y=0
31-0x—y=0
a) Identify regression lines and find the correlation coefficient.

b) Find the mean values of the variables X and Y.

B
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19. Inthe study of regression lines, regression coefficient of Y on X =0.75, correlation
coefticient =0 5, standard deviation of Y=4. Find SD of X.

20. Inthe study of regression lines, regression coetticient of X on Y :% , variance of

Y=30, correlation coefficient = % Find variance of X.

21. Inaregressionanalysis of the income tax of government employees in thousands
(X) and their annual income in lakhs (Y) , the following regression equations have
been obtained.

25x — 10y +10=0
10y —7x—-100=0
a) Identify regressionlines and hence find the correlation coefficient.
b) Find the mean values of the variables X and Y.
¢) Itvariance of X =36, find the variance of Y.
22, Aregression analysis on the incomein thousands (Y) and expenditure in thousands
(X)) resulted in the following regression equations.
Xx—y-3=0 and Sx—-8y+15=0
a) ldentfy regression lines.
b) What s the correlation coefficient between income and expenditure?
¢) Findthevaluesof x and v .
d) What is the most probable value of income when expenditure is 20007
23. Iftwo lines of regression are 4x — Sy + 10=0and 20x -9y - 75=0:
a) Which ofthese lines is regression equation of X on Y?
b) Find correlation coefficient.
¢) Findstandard deviation of'yifstandard deviation of X=15.
24, The equation of two regression lines between two variables are expressed as
2x -3y =0and 4y - 5x-7=0.
a) ldentify which of two can be called regression line of Y on X and X on Y.

b) Find the correlation coetticient.

¢) Find mean value of X and mean value of Y.

I |



Chapter 3

Elementary Calculus

Significant Learning Qutcomes

Calculus 18 one of the most important - _ -
Atter the completion of this chaprer,

branches of Mathematics. It has two parts.
1) Difterentiation

the learner:

m ldennties domam and range of
2) Integration. 4 function.
In this chapter we study elementary calculuys = | "jx_[}"fli ns 'thlc concept of
which is usually used as a supplement for dftmm ntaton.
statistical analysis. Let X and Y be two ™ L"Sis e ":]}m’?t Odt h,rStt.ordcr
. . . and sccond ordor OQorvatyos.
variables which are related in such a way o e e e
s m  Expluns the concept of
that the changes in Y is dependes on the : :
) ) ] mtegration,
changes i X. Then the relationship betweefn m  Uses definite integrals in
X and Y is denoted by Y = f(X). Here Xis suttable sttuations.
called theindependent variableand Yisthe o Uses the concept of calculus

dependent variable.

i1 statistics.
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The set of values that can be assumed by X is defined as the domain ofthe function.
The values of Ythat can be assumed in relation to the values ot X is called the range of
the function.

Consider the functional relationship between X and Y as ¥ =2.X +3 . Here X is the
independent variable and Y is the dependent variable. That is, value of'Y is influenced

by value of X. X and Y can take values in the interval (—oc, +oc).

Let § =5+2p representsa supply function where ‘S’ denotes supply and ‘p’ is the
price. The domain is the set of positive real numbers, since price cannot be negative,
ie., p =0.Thenthe range of S will take non-negative values. In the case ot demand
function, /) =12-3p ,where D and p are demand and price. Price 1s the independent
variable and demand is dependent on price. Here price ‘p’ assumes values in the range
of 0 < p < 4. Whenp > 4, demand becomes negative, which is not possible. Therefore
domain of the function is 0 < p <4. When p =0, demand D = 12, When p =4,
Demand D =0. Therefore therange of Dis 0 < /3 <12.

‘ Kinow your proghess
l‘ g Iden tify the dependent and independent vamables m the following
/[~ 7  equations. ,

HX=3Y+8)S=D-2pu) Y=6X-90v) K=7 + ;
Also find the range and domain of the above functions. 2

3.1 Derivative of a Function

Since both X and Y are variables, we have to calculate a rate of change in the function,
when there 1s a change in the independent variable. The rate of change in a function with
respect to a change in the independent variable is called derivative. The process of
finding the derivative of a function is termed as differentiation.
Consider the tunction ¥ =3.X + 5. The possible values ot Y for some values of X may
be tabulated as follows.

X -2 -1 0 1 2 3

Y -1 2 5 8 11 14

Tt is observed that when X isincreased by ‘one’ unit, Y is increased by ‘3 units. The

unit changes in X is denoted by © Ay “and unit changes in Yis “ Ay *. Then the rate of

Ay

A
. Here dl =3. Inthe

change in Y with respect to a change in X 1s denoted by A;:r A
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case, where the change in independent variable is by discrete units, limiting value ot the
Ay

ratio when Ax — 0 is called derivative. In the above example the derivative of

y=3x+51is 3. Derivative of y with respect to x is denoted by % or ¥y or f'(x).
dy . Y
_y: lim AJ
a’x Ax wil Ax

. It 1s the derivative of y with respect to indipendent variable x.

7272 Rnow your progrese.

‘f : g’ L'ind the dertvatives of the followmg,
1. y=5-3x 2. y=8x
X
3. }’:g+2 4. y=3-06x
Standard formulae
) . L. Y
Function Derivative ——
dx
K, a constant 0(Zero)
X 1 (One)
xn nxn 1
df (x)
k =
K () -
df | dg
+ s
ftg dx dx

(Where f and g are functions of x)

: lllustration3.1

‘; Tllustration

= -

[ y
. g

i 4 Find the derivative of y= x
Mi»— -
ﬁ: -6 Xx.r—h_]} _ _6x—?
dx
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72 Knew your progres®

1y = R Oy 3. y=x*+3x

Note: If R{x) is the revenue function, then 25 known as the Marginal Revenne

—~

(MR) function. If C(x)is the cost function, then

25 known as the Marginal Cost

dx

(MC.) function. If P(x) is the profil function then 25 know as the Marginal Profit

(MP) funciron.

3.2 Second Order Derivative

dy dy
Let y = f(x), Then i is the derivative of y with respect to x. i is also termed

as first order derivative. 1f'we differentiate the function e again, the result denoted

o v

by dx}g is called second order derivative,

Fali

Let y = f(x). Thenthe derivative of f(x) is i,

o
When we differentiate - ' again, we get,

d (dy d*y o .
—| —— |= ——= whichis known as the second order derivative.
dy \ dy o
l‘“ _ llustration 3.2
E: .-_ i o ]_ },-' =] x3 + x4+ 2 . ﬁnd “fx: .

Solution
@ _ 3x +1
dx
4y _ 43¢ 1y—ex
dy o



4.—-/

STATISTICS - XlI

b=

€ _ lllustration 3.3

[

ﬁ @ﬂg‘-’”  If p = 4x’ —3x” + 2, find second order derivative.

Solution

dy X

EZ'IZX‘—6x+2

d’y d

——=—(12x" -6x+2)= _
I dx( )= 24x-6

i3/ :

yE Find dl'md 2y of the following functions
:' I ¢ dX2 - - 2 TIONS.

(1) y=3x*-26x+111 (i) y=x—3x

(itf) y = 4x"—3x7+6 (iv) y=4x° —24x+9

3.3 Applications of second order derivatives

Second order derivatives are helpful in determining maximum or minimum value of a
function,

A tunction attains maximum value at the point where it satisfies the following conditions.

d}h‘
1. o 0
d’y
2. — <0
(/_Ex_'
Similarly a function attains the minimum value at a point where the function satisfies the
tollowing properties.
L?_’},.-
1. o 0
d’y
2. —>0
(/_Ex_'
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!{ Tlustration
i
e,

lllustration 3.4

Find the maximum and minimum values of £(x)=x* —27x+3

Solution

Let y:x'"‘ —27x+3

3x° =27

x’=9>> x=-30r x=+43

d*y
dx? - ox
d’y _
Case (1) When x = -3, then e = 6x—-3=—18<0
X

By conditions of maxima, the function attains maximum at x=-3

The maximum value of function is
flx)=x"-27x+3

at x=—3, f(x)=(=3) —27x(-3)+3=-27+81+3 =57

-
2

74
Case (2) When x=+3, then d—:" — x43 =+18 >0
[x~
By conditions of minima, the function attains minimum at x =+3
The minimum value of function is

f(x)=x" —27x+3

at x=+3, f(x)=(3Y -27x3+3=27-81+3=-5I
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17 Know your progress

5 Find the maximum and minimum values for the following

funchons.

_ ) f(x)=2x"—3x+5 i) £(x)=x’—5x+14

3.4 Integration

Integration is the method of determining a function whose derivative is known. Ttis also
used to find the area bounded by the graph of the function under certain conditions. 1t
1s also used in mathematical situations and probability.

Integral of a function f (x) is denoted by J‘f(,\‘)dx . It is function F(x) such that

d,. : . :
i {(x)= f(x)+c¢, where ¢is a constant of integration.

Table showing different functions, their derivatives and integral.

Function Derivative i Integral of the function

k , constant 0 (zero) Ide = k+c¢

o k [ kdx = jere

X 1 (One) Idx =x+c¢

=1

x" . Ix "o _ X

r+1 X n+l

ax+b a Iadx: ax+c¢

aet + b+ 2ax+b I(Zax+b)dx=ax2+bx+c
F‘ _ lllustration 3.5
ﬂ Find J.xjdx ,
Solution: [ x’d= X e

3
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L f§ Tiustration lllustration 3.6
| Lind [ (6x - 2x7)dx
Solution:
A 5 6x° 2x°
6x—2x )dr=|6xdx— | 2x"dx = —— +¢
f(ex—2x)ax =[x | P

=3x —Zx’+¢
]

Find (1) [ x’dx @) [+ 4y

3) [a-3x) @ [ ("~ 25+ 3)dx
Note: Revenne function Rix) = J.MKci’C , where MR 15 the marginal revenye function.
Cost firnction Cx) = J.MCdx » where MC 75 the marsinal cost function.
Profit function P(x) = j MPdx | where MP is the marginal profil function.
llustration 3.7

Lf margmal cost1s 5x% —6x 48, Where x 15 the number of

output units, find the total cost function.

Solution:

Total Cost TC = j {Marginal cost)dx

TC = [(5x" —6x+8)dx

j Sx dx— I 6xdx + j 8ddx

5x° 6x° 5x° .
= —- +8x+c=T+3x‘+8x+c

3 2 3
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lllustration 3.8

!} Tlustration
L) e

Tf the Margmal revenue function 13 16 p +9 where p 1s the
o number of unies sold, find total revenue,

Solution:

TotalRevenue, TR~ = [ MRdp

16p°
TR ZJ(IG;’)—Fg)df): ; +9p+c=8p3+9p+c

3.5 Definite Integrals

Definite Integrals are used to solve the problems of applications of differentiation. They
are used to solve problems in Probability, Mathematical Statistics, Economics and

Commerce. Definite integrals are used to find the

area of a region bounded by the graph of a Vi)
function under certain conditions. These integrals w
have a definite value. Consider the area under oot ares

T
a I x

the curvey = f{x). Fig. 3.1

The area under a curve y = f{x) from x=a to x=5 is given by the definite integral.
b
Arca= Jf (e ) swhere f(x} 15 the functional form of the curve. “a” and b’

a

are the lower and upper boundaries of the area

(: lllustration 3.9
P 10

j.3x.2dx.
1

Solution

10 3]

L3
I 3x7dx = {3 X \’?} {We integrate)
1 |

1
3
=[]
1

=10° -1’ =1000-1=999
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lllustration 3.10

Tllustration

:
Evaluate J.(-’f2 — x)dx
i

Solution

1
J(xz—x)dx - [(x x 1
o 3

P e

-7 Know your p

Livaluate the following

= 1

it o ke
1 1

o [3re (o2 -2en
i 1

+« 2 lletus conclude

Inthis chapter, we were familiarized with tunctional relationship, domain and range of a
function. The fundamentals of differentiation and integration were discussed in detail.
Difterentiation is the process of finding the ratio of change in the dependent variable
with respect to the independent variable. Integration can be considered as the reverse
process of differentiation. The methods of finding derivatives and integrals and some
standard results were discussed. The concept of definite integral was also exemplified.
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For Questions 1-10, choose the correct answer from the given choices.

tad

d(x')
d"r T raaarraarraa {J
) x-
a) x° b) g8y’ c) r}

It derivative of ,'° 18 4y then the value ofk is

a) 10 b) 9 c)0
d o

E(8x+]0)— ,,,,,,,,,,,,

2) 0 b) 8 c)18

1
Integral of ) 18 i,

2) 3y ° b) 352 C) —05¢2
:

fxzd’c =,

4
2) 1 by 2 c)0

X
If J.x”dx = then the value of nis .............

a)4 b) 3 c)0

Differentiate the following functions.

a) y=x b) y=x"+5x+8
d) y=8x-10x" e) y=10-2x
g (x—afx+a)  h)y”

Find second order dervative for the following.

a) y=20x"

¢)  y=(x+2)x>+3x+5)

dy 1

dy 10

d) x*

d) =

)5

Q)y=x +7x"+10x+6
fy y=ar+b

b) y=4x"-20x" +5x-9



—

B Elementary Calculus

9.  Find maximum and minimum value of the tollowing functions, if they exist.

a) y=x-12x b) f(x)=x —6x>+12x-8
Q) f(x)=9x+12x+2 d) fx)=(x-1)x-2)
e) f(x)=2x -24x+107

10. Ifthe total revenue function of a firm is given by R(x) =22x —x°, where x is the
number of units sold, find marginal revenue function.

11. The cost of manufacturing x items is given by ¢(x) =2 x* — 16 x +10. To have
minium cost, how many items to be manufactured?

12. Find the maximum profit that a company can make, if the profit function
p(x)=3500-72 x +4 x*,

13. Integrate the following,

a) x* b) % ¢) x7°

1
d) = e) 3x° +5x-2 ) 25x* —16x* +10
8) 4’ +3x *+7

14. Evaluate the following defenite integrals.

a) Ixzdx b) f(4x3—3x2+6x +O)dx
1 1

—4

) der d) j(x+']);£x

4
15. Ifmarginal profitis 4 — 6y, where x is the number of units of production, find the
profit function.

16. ABC company find that profit of the company is given by p(x) = 2x— ﬁ —-75
where x 1s quantity of product. Estimate the Maximum profit that company can

make.

I - |



Chapter 4

Random Variables

\; ~ e have already learnt about

random experiments in the previous
year. Consider the random experiment
of tossing two coins simultaneously . The
sample space associated with this
experiment consists of four sample
points - HH, HT, TH, and TT. Let X
represents the number of'tails obtained.
Then X takes the values 0,1 and 2.

X=0: when sample pointis HH,

X=1: when sample points are HT and
TH. X=2: when the sample pointis TT.

ignificant Learning Qutcomes

After the completion of this chapter, the
learner:

m ldennties the importance of
random variables.

m Differentiates discrete and
continuous random variables.

m Recognises discrete and
contimuous probability
distributions.

m lixplans mathematical
expectation of  random variables.

m  Evaluates mean and vartance of
random variables.
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If we conduct the same experiment with fifty or hundred coins, the process is
cumbersome. Thus to interpret the sample space more conveniently, we have introduced
a variable X, called the Random Variable ,whose values are determined by the results
of the random experiment. We can also consider X as a function with sample space S
as domain and range as §0,1,2}. Here in this chapter, we learn about Random variables,

its properties and applications.

4.1. Random Variable

A Random Variable 1s a real valued function defined over the sample space. We can
ascertain ditterent probabilities for different values of the Random variable.

When the value of a variable 13 determined by the outcome of a random
cxperiment, that vanable 1s called a Random variable. 1e1s a real valued
tunction defmed over the sample space.

Examples:
The height of a person, the number of errors in a phone book, today’s temperature, the
scores of students in an examination, etc.

Usually capital letters of English alphabet is used to represent Random variables.
There are two types of Random variables, they are :
1) Discrete random variable 2) Continuous random variable.

Let us discuss them in detail.

4.2. Discrete Random Variable

Consider the following Random variables.
1. Number of children in a family.
2. Number of telephone calls recieved at a call centre in a month.

In the first case, the number of possible values of the random variable 1s finite. In the
second case, the number of posssible values is countably infinite. In both cases the
random varible is said to be discrete random variable.

A random variable is said to be a discrete random varible if it assumes finite or countably
infinite number ot values.

Discrete random variables are random variables associated with discrete variables.

Examples of discrete random variables are :
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®  Number ofhouses in a certain village of a district.

®  Number of students in a classroom of a school.

®  Number of complaints received at the office of an airlines during a day.
®  Number of customers who visit a bank during an hour.

In all these examples, the range of a random variable contains a finite number of values
or countable infinite number of values. Hence they are Discrete Random Variable.

Example 1:

Consider the tossing of'a coin. Let X represent the number of heads obtained.
Head Tail
X=1 X=0

X takes the values 1 and 0

1.e., with each sample point H and T ,we can associate a number tor X as shown in the
table given below.

Sample poimt T H

X 0 1

X 1s a discrete random variable.

Example 2: Suppose you tlip a coin twice. This simple statistical experiment can have
tour possible outcomes: HH, HT, TH, and TT. Let the random variable X represent
the number of Heads. The random variable X can take the values 0, 1 or 2;soitisa
discrete random variable.

Sample points 1T HT TH HH

X 0 1 | 2

Example 3: Consider tossing of three coins

Sample space={ HHH,HHT,HTH, THH,TTT, TTH, THT,HTT }
Let X represent the number of heads obtained, then X takes the values 0, 1, 2, or 3.
X =“The number of Heads is the random variable.

In this case, there could be O Head (if all the coins land tailsup), | Head, 2 Heads or 3
Heads.

The three coins can land in eight possible ways:
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Locking at the table given below we can see that 1 case of three Heads, 3 cases of two
Heads, 3 cases of one Head, and 1 case of zero Heads.

Samplepoints: HHH HHT HITH THH TIH THT HIT TIT

X peid 2 P 2 1 1 1 0

Hence X is a discrete random variable
Example 4: Adieisrolled two times. Let X represents the sum of face values turns up.
Then X can have the values 2,3, 4,5,6,7, 8,9,10,11and 12.

So Xisadiscrete random variable.

Example 5: Let X= number of tosses of a coin until a head appears. The random
variable takes the values X =1{1, 2, 3,4, 5, ...}, here the values of X are countably
infinite. X is a discrete random variable.

If Xand Y areany two random vartables and ‘a’ and b’ are constants, then
- - > g e | > . > .
X+a, aX, X+ Yand XY, v XY, aX +bY

are also random variables.

4.3 Probability mass function (pmf)

Suppose X is a discrete random variable taking distinct values x,, x_, X, X ,..... with
probabilities p(x.), p(x,), p(x,), p(x,)...... respectively, such that:

1) every probability 13 a non negative number. 1.e., p(x)=0
i) the sumofall the probabilities 1s always unity. i.e., 2 p(x ) =1

Then the array of values of X and their probabilities is called probability distribution of
the discrete random variable.

X

g

X

)
s

i

Xy

Total

P(x)

p(x,)

p(x.)

p(x,)

p(x,)

|

The probability function for a discrete random variable X gives P(X=x) for every value
x that X can take. This is known as Probability mass function.

1.e, P(X =x)=P(x)

The graphical representation of the above probability distribution is as shown below,
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| P,
— p4
P(x) | D,
i T1
X] X,_, Xg X:l ........
X Fig. 4.1

Properties of pmf

1) p(x)=0 forallx.

2) Ypx)=1.

3) Pla<X<¢)=Pla<X <b) +P(b<X<c)whereb lies between a and c.
4) P(x,+x)=P(x)+P(x).

Example 6 : Consider tossing of two coins. Let X represents the number of heads
obtained. Sample points for this statistical experiment is given below. ke

Sample points TT HT TH HH

X 0 1 1 2

We can find the probabilities of getting heads as follows.
P(X=0) = P(TT)=1/4

P(X=1) = P(HT,TH)=2/4

P(X=2) = P(HH)=1/4

X =x 0 ] 2
ik 1 2 1
X 4 4 4

x can be considered as the values taken by X.

Here p(x)=0 and X p(x)=1




T

Hl Random Variables

Ill_as;‘trat.inn Nustration 4.1

For the following , determine whether the distribution
represents a probability distribution, 116 does not, state

B

the reason.

. 3 7 9 12 14
i 4 2 | 3
® 1 13 13 13 13 13

Solution:
Here p(x)=0 forallx and > p(x)=1sothegiven functionispmf

A Illustration

lllustration 4.2

Fxamine whether the following is a probability distribution
of a discrete random vanable.

X 1 2 3 4 5

._
]

—

-2

—

]

—

-2
'_‘!
m|-"

P(x) = — — s

Solution:

14
Here p(x)=0 forallx but X p(x)= I #1, so the given functionisnot a pmf,

:!lel_as‘trat.inn

lllustration 4.3
Iy A die 1s rolled once. Find the probability distribution of the
i 1 ’ number which turns up.
Solution:

Let X represents the number turns up. X can take the values 1, 2, 3, 4, 5, 6 each with

1
probability o The probability distribution of X is,

X 0 2z 3 4 5 6

1 ] 1 1 1 ]
wle miile eilien s
Herealso p(x)=0 forallx and X p(x)=1. Sothegiven functionis pmf
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[ Mustiation lllustration 4.4

/ The probability mass function of a random variable X is

; . 2x ;
given by f (x )= & X7 1, 2, 3. Determne 4.

Solution:
X 1 2 3
o 2
() k k k

Given f{x) 1sa p.m.f. Therefore p(x)=0 forallx and X p(x)=1.

represents a probability distribution, Ifit does not, state
the reason.

a) X 4 6 8 10
P(x) 06 | 02 07 [ 15
b) X ] 2 3 4
SRR e
4 4 4
¢) X ] 3 5 17
P(x) 0.3 0.1 0.2 0.4
d) X 5 10 15
P(x) 03 | 04 0.2
2. Ifpmfofa discrete random variable X is given by
X 4 3 12 16
P(x) L K L —
6 2 12
Determine the value of K.
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3. Ifpmtofadiscrete random variable X is given by

X 0 ] 2 3
P(x) ol | 0 K 0.4
Find a)valueofK
b) P(X <3)
) P(1 <X <3)

X
R X246

= 0, otherwise; 18 a pmfof X

then find
a) P(X=2)
b) P(X <6)

) P(X=20r3)

4.4 Cumulative distribution function (cdf)

The probability of a random variable upto a particular value is called cumulative distribution
function of the random variable.

‘The cumulatve distribunon function 1(x) of a discrete random variable
X with p.m.f p(x) 15 defined as

Flx)=P(X <x)= iP(X)

It is also known as distribution function because 1t gives cumulative probability of a
random variable.

Properties of Distribution functions

1. I (x)=0

2. F(x) is non decreasing.

3. F(x) is continuous to right.

4, [(-)=0 and {'(x)=1.

5. Pla<x <b)=F()-Fl(a).

6. Graph ot F(x) 1s in the form of steps.
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Example 7
Consider flipping of an unbiased coin twice . The probability distribution is:
X=x 0 1 2
Bry | 2 ]
(=) i 7

We have, P(X =x) =p(x), and F(x)= P(X <x)

FO0)=P(X go)zp(()):%

1 2 3
Fh=P(X <)=PO)+P(l)=—+=—==
() =PX <h)=PO)+ (1) R
I'2y=PX 52):}’(0)+P(1)+P(2):%+%+%:1
Distribution function of X is as follows :
X 0 1 Z
. I e
09 4 4 T
Graphical representation is given below.
= *+— - —— — — —
EE — — — —
2
Z_
F(x)
1
T+—-——-
0 1 2
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Tlystration lllustration 4.5

Consider a2 random variable X which takes the valucs as
J eiven below. Find the distribution function F{x).

4 5

[F¥]

X 0 1 2

P(x) 0.1 0.2 0.3 0.2 0.1 01

Solution:

1 0.2 0.3
7 0.3 0.6
3 0.2 0.8
4 0.1 0.9
3 0.1 1

lllustration 4.6
8 lind the probability distribution of bovs and girds i famihies
N with 3 children assuming equal probabilities for boys and
4l girls.

Solution: :

The probability of child being a boy or a girl is 5 The following probabilities may
arise;

(1) All are boys.

1T 1 1 |
The P(BBB) = ) XE XE i
() Two are boys and one is a girl.
Se P(BBG+BGB+ GBB)= LI + L] + LA
oP( )T XX TR X T XXy
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1) Two are girls and one 1s a boy.

3
So P (GGB + GBG + BGG) = -

3
(1v) All are girls.
1
SoP(GGG)= 3
Thus the probability distribution is as follows :
Number ofboys (x) 0 1 2 3
) 8 8 8 8 Ll
4.5 Mathematical Expectation, Mean and Variance [
Let X is a discrete random variable taking values x , x,, x_, .... with respective S
probabilities p,, p,, ., ..... Then Mathematical expectation of X, usually denotedby =~
E(X), is defined as Saans

E(X)=ZxP(x).
E(X) is known as mean of the random variable.

It does not oceur tor all random variables.
If X represents a random variable, ‘a’and ‘b’ are any two constants, then :
1) I{a)y=a
i)y F(aX)=aF(X)
i) F(X+h)=F(X)+b
W) Ii(aX + by =als(X)+ b
v) E(X V)= [L(X)+ [/(Y)where X and Y are random variables.

ariance of a random variable

Variance of a random variable X is the expectation of the square of the difference
between X and its expectation. So variance can be computed by.

V(X)=F[X - E(X)f
=E(X*)-[E(X)]* onsimplification
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If X represents a random variable, ‘a’and ‘b’ are any two constants, then :
)y F(a)y=0 i)y V(aX)=aV(X)
) V(X +Y)=V(X)+V(Y)where Xamd Y are

i) [ (aX +h)=a’V (X)
independent random variables.

lllustration 4.7
Q : . . :
Y I'md the expected value of number of tails appearmg when

two coins are tossed.

L &
i
Solution:

Sample space={TT, TH, HT, HH }

X represents the number of tails appeared when two coins are tossed.

X takes the values 0,1and 2. P.m.f is given below.
2

X=x 0

-b-|l\.) —

]
4

| —

P(X=x)

(@ Tlustration lllustration 4.8
i Find the mean of the ‘number on the die” when a die is

r rolled.

Solution:
Let X represents ‘the number onthe die’, when a die is rolled. The probability distribution

for the random variable X 1s as shown below,

X 1 Z 3 4 5 6
. e
6 6 6 6 6 6
Mean =E(X)=ZxF(x)
21

1 1 1 1
= - + — +3x—= + - + - + — -
1x6 21 xf) 4x6 Sxf) 6x6 6
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Peuatl  lllustration 4.9

Find the expected value of the number of heads in three
tosses ofa com (or a simultancous toss of three coms)

Solution:
In the tossing of three coins

Sample space={ HHH,HHT,HTH, THH, TTT. TTH, THT,HTT }

Let X represent the number of heads obtained, then X assumes the values 0, 1, 2, or 3.

X 0 1 2 3

e

3 8 3 3

E(X)ZZxP(x)ZOXl F1x D 42xs t3ut oy
3 3 3 3

Q lllustration 4.10
b Tf X assumes the values 1, 2, 3 and the probability mass

j-

F function 1s grven by

X
p(x) ZE,XZ 1,2, 3

=0, otherwise. Determine 1)E(X) and ii) V(X)

Solution:
X 1 Z 3
: 2
) 6 6 6
E =P 1 ! +2 2 +3 3 14 2.33
= =] x— ®o— e = — =
(X)=%2xP(x) G 6 36T 6 3

%]
%]
o

| 2
-1 = 2 = — 4+ — 4+ —_ = — =fA
EQC) = S °Ply) =1 +4% 2 9%~ =" =6

V(X)=E(X3)-E(X) =6-543=0.57
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Rl [llustration 4.11

the distribution.

Solution:

Let X represents the number of sixes obtained in three tosses of a die.

X takes the values 0,1,2 3
Total points in the sample space =6°=216

L1 1 1
P(getting all sixes) = P(X=3)= —X— X—

6 6 6 216

P (getting two sixes)ZP(X=2)=(fl)_— x :)_ x Z— )x 3= %
. . 1 5 5 75
P (getting one six ) =P(X=1) 2(6— X o X o yx 3= e
5 5 5 125
P (getting no six ) = P(X=0) :(6_ S y = e
X 0 1 2 3
125 i 15 1
P(X) 216 216 216 216
B =TxP(r)= 0% oo 4 1% 22 42 % 2 43l 15
216 216 216 216 216

5
PXO)=E(X)-[F(X)] = 5

i+ Know your progre=s,

L ox=123,4

P (X =
0,0therwise

I'md LX), V(X) and 1'(x).

1.1f X assumes the values 1,2,3.4 and the pmfis

Find the probability distribution of the number of sixes m
three tosses of 2 die . Also find the mean and variance of

1
2
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2. Find the probability distribution of Y,the number of sixes in two tosses of a die. (or
a simultaneous toss of two dice). Also sketch its graph.

3. Anurncentains 4 white and 6 red balls. Four balls are drawn at random from the
urn. Find the probability distribution of the number of white balls.

4.6 Continuous Random Variables

Consider thelife of a battery. Suppose we can measure it as precisely as we want. It
may be 40 hours, or 40.25 hours, or 40.349 hours. Assume that the maximum life of
the battery 1s 300 hours. Let X denote the life of a randomly selected battery of this
kind. Then X can assume any value in the interval O to 300. Consequently X is a
continuous random variable. As shown in the diagram, every point onthe line representing
the interval O to 300 gives a possible value of X,

0 'l‘ 300

Every point on this line represents a possible value of X that denotes the life of a
battery. There are infinite number of points on this line. The vahies represented
by the points on this line are uncountable.

A random varmable that can assume any value contamed m one or more
mtervals 1s called Continuous Random Variable.

Continuous random variables are obtained from data that can be measured rather than
counted. They can assume an infinite number of values and may be tractional values .

Examples of continuous random variables are, temperature, lengths, weights, etc. Why
temperature is a continuous random variable? Since the variable can assume an infinite
number of values between any two given temperatures, 1t 1s a continuous random variable,
If a random variable is a continuous variable, its probability distribution is called a
continuous probability distribution.
Most often, the equation used to
describe a continuous probability
distribution is called a probability
density function (pdf).

Consider the probability density ./
tunction shown in the graph. Suppose

we want to know the probability that ' Fig.4.2
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the random variable X was less than or equal to . The probability that Xis less than or
equal to ¢ 1s equal to the area under the curve bounded below by ¢ as indicated by the
shaded areainthe fig. 4.2.

Note: The shaded area in the graph represents the probability that the random variable
Xis less than or equal to a. This is a cumulative probability. However, the probability
that X'1s exactly equal to a would be zero. A continuous random variable can take on
an infinite number of values. The probability that it will equal a specific value (such as )
is always zero.

Consider the graph of y = f{x) as given .
It can be shown that the area under the
curve between the ordinated at x =a and
x = b 1s the probability that X will lie
between a andb. This area is the definite
integral between a and b which is

mathematically denoted by the symbol : a b
3 fig. 4.3

[7 Gt

That is

Plasx <b) = If (x e

Discrete and Continuous Data

Discrete data can only take Continuous data can fake on |
on certain individual values. any value in a certain range. |

Example 1 Example 2

Number of pages in a book |
is a discrete variable.

Length of a filmisa
continuous variable.

Example 3 Example 4

Shoe size is a Discrete
variable. Eg. 5,5%,6,6
etc. Not in between,

Temperature is a
continuous variable.

Example 5 Example 6

Number of people in a Time taken to run a racef]
race is a discrete is a continuous variable AQ
variable.
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AV
Sl Prepare a list of discrete and contmuous random variables from

vour daily hife. Iixplain why they are discrete or contmuous.

Properties of p.d.f

Let f(x) be the p.d.f. of a continuous random variable X. Then 1t has the following
properties,

. f(x)=0 foreveryx

2, _[f (x)dx =1 thetotal probability.
These two conditions are the sufficient conditions for a function ffx) tobe a pdf.
A
3. Plasy sb] = /0o

4. Pla<X <c] =Pla<X <b]+Pb<X <c]

f o
= j'f (e J.f (x)dx where b lies between o and ¢
o b

y lllustration 4.12

Verity the following 1s a p.d.f. of a continuous random variable.
fix) =2xgfor<n<l1

= (); clsewhere

Solution

Here 7 (x ) = 0 forevery x, condition (1) is verified.

Now |/ ()de — [ 700 4 7 Gode 1 [ 7 (o

:
=0+ I2xaﬁr 10
{l

2

{l

L1
X"
= 2{—J =1-0=1, condition (2) 1s verified.

Hence fx) isap.d.f
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" A Tlustration lllustration 4.13
. I.et X be a continuous random vartable with p.d.f

S =

D 1=x =9

OO||—A

={; cdsewhere.
Find (1) P(2 <X <5) () P(X < 3)

(i) P(X >3) (iv) P(|X-2| > 3)

Solution

(P2 <X<5) :jf(x)dx

I
|
*
—
ba
e
]

I
o0 | —
*
—
L]
|
[
M
I

(i) P(X <3) = ff (x )elx

1 a1 !
gx[,\’]] :§X(3—|):Z

(i) P(X =23) =1-P(X<3)

3

4
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(iv) P(X-2|>3) = 1-P(X -2|<3)
=1-P(-3<X -2<3)
=1-P(-1<X <5)

4 1

- l—flf(x)dx 12—~

A Illustration

lllustration 4.14
Tt X has the p.d.f.

S =&y 0<x <2
=10 otherwise. Find the value of 4.

Solution:
Since f{x) is a p.d.f., we have j.f (r)de =
{l

ie., j'kxdx =1
0

x°’ ’
- }.;, —
1.2, { 2 l ]

4.7 Distribution Function

Let X be a continuous random variable defined over (—sc,«c) withp.d.f. f{x}. Thenthe
distribution function, usually denoted by //x), 1s defined as

Fix) =P <x)
= [ ot

Itis also known as the cumulative distribution function (c.d.f)

STATISTICS - XlI



Properties of the Distribution Function
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If Fx) 1s the distribution function of a continuous random variable X, then it has the
following properties.

1. 0=sF(x)<l

2. F(-=)=0and f'(x) =1

3. F(x)isnon decreasing and continuous to the right

4. Pla<x <b) =I(b)-I'{a) wherea = b A ()
Remark: It the derivative ot /fxj exists, the p.d.t. of Xis given by fix) — e

!g Tllustration
[ ’
[

lllustration 4.15

| he distribution funcaon of a cononuous random vanable

o is given by
0 for x =0
f7(x)=qx" for 0<x <1 l'md the p.d.f of X
1 for x =1
Solution:
_ dF (x)
We have ffx) — e

2x for O<x <1
Sy = 0 elsewhere

€ Fal  llustration 4.16

1
A random variable X has the p.d.f. fix)= 2 for 2<x <.

Obtam the distribution function of X.

Solution
Distribution function is givenby F(X) = Jf (% Jde
When x < -2 F(X) = jf (o Jelx
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When D<y <2 F(X) _[f (x

[F oo o [foon

f Odx + Jj }Idx

x+2

= I¥T, = -2 -
When x > 2 FX) = [f G

- (e o [roods + fr oo

-2 2

:dex j

B -2

#|~
b Sy 5
é'{

=0+ %[x]zz +0

1
- -1 = 2 oy
Therefore, Distribution function is
0 when x < -2
F(x)= 2<x<2
1 when x>2
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Mean and Variance of a continuous random variable

Let f{x) be the p.d.f of continuous random variable X. Then,

Arithmetic Mean of continuous random variable X =E(X) = j xf (x ) provided it
exists. -

Variance of continuous random variable X = V(X) = K[X—HX)}

o

- [L-BQOF fgets

¥

VIX) = F(X)-[F(X)F Where E(X 2y = | ¥ ()

o

Standard deviation of X= .} (X)

!; Tllustration
D/
L

lllustration 4.17

I'md the Mean and Vanance of X, If p.d.f. of X 1s given by

: X

ﬂ Jix) = 75 0<x <2
=0; otherwise

Solution

Meanof X=E(X) = | *f (x)dx

.

i

jl xf(x)dx 4 jrf(?c)dr + Txf(x)ci\'

—

{l

g

—

x Odx i.r,%dx + j[dex

3x2
= —dlx
0+:':2 +0
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Now KXY = [ € e

[ oyl + [ 4 Jof o

[] x2.0de + 3Jrz,ici\’ i mxz,()dx
j;\ 0 2 5

2yl
=0+ !7@% +0=2

VIX) =L£(X°)=[LX)

_o [y 62
3 9 9

e your progres

/& / 1. The probability density of the contimuous random variable
X 18 given by

tx) = é,f{)t2< x <7
= (), otherwnse
a) Draw the graph of f(x}
b) I'md P(3 <x < 3)
2. The density function of the random variable X 13 given by
fix} =6x(1-x),for0<x<1

= (), clsewhere

1 1
el T A = Pl e
l'ind [ 4] and [ 2]
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< /& 39
+8 et us conclude

We have studied about the variables. Variation is inherent in nature. The variation related

to a random experiment or probability is classified into two; discrete and continuous.

Based on the range of values of the random variable we can identify them. Thus we get

probability mass function and probability density function Mean and variance of the

random variables can be calculated using mathematical expectation.

o)

Letus asses

@0
©n

1. Classify the following variables as discrete or continuous.

a. Ages of people working in a large factory.
b. Number of cups of coffee served in a restaurant.
¢. The quantity of drug injected into a guinea pig.
d. The time taken by a student to reach the school.
¢. The number of gallons of milk sold each day at a grocery store.
f- Number of pizzas sold through an ice cream parlour each day.
£. Relative humidity levels in the operation rooms at local hospitals.
h. Number of bananas in a bunch at several local super markets.
i. Life (in hours) of 15 iPod batteries.
1. Weights of the school bags ot first standard students in a school bus.

& Number of students who make appointments with a statistics teacher in a
higher secondary school.

L. Blood pressures of runners in a marathon.

For Questions 2-17, choose the correct answer from the given choices.

2. The number of children in a tamily is an example of variable.

(a) qualitative (b) discrete (c) continuous. (d) normal

I < |
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3. Areal valued function defined over the........... of a random experiment is the
random variable.
(a) Event { b) domain (c) range (d) sample space

4. Range of arandom variable will be:
(a) always zeros and ones (b) variables
(c) all real numbers (d) all numbers
5. Theresult of throwing a die thriceisanexampleof...... ...

(a) discrete variable (b) continuous variable
(c) both discrete and continuous variable
(d) neither discrete nor continuous variable

6.  Mean of arandom variable 1s given by:

(a) E(x) (b) V(x) (¢) F(x) (d) P(x)
7. Mean ofarandom variable X 18 24, then E(X+3)=........ ..
(a) 24 {b) 5 ()29 (d) 120

8.  The mathematical expectation of square of deviation ot a random variable trom
its arithmetic mean is known as. . ..of the variable.

(a) mean (b) variance (c) Mode (d) median
9. V(X)=4,then V(2x+4)=........
(a) 4 (b) 16 (c)20 (d)36

10.  The total area under a probability curveis ...
(a) 1 (bo (c) infinity (d) cant be calculated

11. Ifinatable all possible values of a random variable are given along with their
corresponding probabilities, then this table is called:

(a) Probability density function (b) Distribution function
(c) Probability distribution (d) Continuous distribution
12, A variable that can assume any possible value between two points is called:
(a) Discrete random variable {(b) Continuous random variable
(c) Discrete sample space (d) Random variable

- Hi
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14.

15.

16.

20.

A formula or equation used to represent the probability distribution of a continu-
ous random variable is called:

(a) Probability distribution {(b) Distribution tunction
(c) Probability density function (d) Mathematical expectation

If X1s a discrete random variable and f{x) is the probability of X, then the ex-
pected value of this random variable1s equal to:

(8) 3 %) O ] @z () Zxix)
Given E(X)=6and E(Y)=-4, then E(X - Y) is:

(a)3 (b) 5 (c) 10 (d)2
Ifwehave t{x)=2x, 0 < x < 1, thenfix)isa:

(a) Discrete probability distribution  (b) Probability density tunction
(c) Distribution tunction (d) Discrete random variable
The distribution function F(x) 1s equal to:

(@P(X=x) O®P(X<x) (©P(X>x (dP(X=>%)
Given the following probability distribution.

X 1 2 3 4 5 6 W

P(X) k 2k ok | 3k K2 | 2k2 | 7kk

Determine a)k b)P(X<3) c¢) P(X=06) d)P{1<X<4)

A random variable X has the following probability distribution.

X -1 0 2

PO 03 102 DS

Determine a)E(x) b) E3X) c¢) E(xt5) d)E(2x+8)

X has the tollowing probability distribution.

X | 2 3 4
. 2 2 5 3
) 12 12 12 12
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Determine the P{ ¥ <1 )and P(1 <X <4),

x 42
x=0,12 3

21. The probability mass function of X is given by f{x) = S » 1o

Prepare the probability distribution in tabular form.
22, Find the distribution functions of X in question numbers 20 and 21.

23.  Arandomvariable X has the following probability distribution.

X 0 1 i 3 4 5 §) 7.

P(X) a 4a 3a 7a 8a 12a | 6a 7a
a) Find the value of a.

b) Find P(X <3), P(X >4), P(0<X<5)

24, Forthe following probability distribution shown below.
Evaluate a) E(X) b) E(x’) ¢) V(X) dEX+S) e)V(6X) f)V(2X+7)

X 3 12 16 20 24
. Ll
(X) 8 6 8 4 12

25, Find the value of K, if the p.d.t ot X is given by
flx)=kx>, 0<X <2
=0, otherwise

26. Examine whether the following is a pdf.

t(x)zm, 1<x<3

27.  Examine whether the following is a pdf.
fx)=3(2-x)x-1); 1<x<2

i
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28.

29.

32,

Find the cdf if ,the pdfis given by
3 ke
f(x)= EX L -1<x<]

=0 ,otherwise

Calculate mean and variance of a random variable whose pdfis given by

1
fix)= 2 ;-a<x<a
Show that f(x)=3x" tor 0 <x <1 represents density function.

The probability density ot the continuous random variable Y is given by

]
fy)=gG+1) for 2<y<4

= 0, otherwise
Find P(Y <3.2) and p(2.9<y<3.2)

Find the distribution function of the random variable X whose probability density
function is given by

fix)=x for0<x<1
=2-x forl<x<2
= 0 elsewhere

The continuous random variable X has cumulative distribution function F(x), where

x=0

x}
F(x)=<—.0=x<3
(x) T3

l.x=3

Find the pdf of X.



Chapter 5

Discrete Probability
Distributions

5.||| |||..

12845 &7 801011121514 192617 1A 193031

Significant Learning Outcomes

S o far we have looked at how to
calculate and use probability Afterthe completion of this chapter, the
distributions. For simple random lcarnce:

experiments, it is not difficult to identify @ Descnbes conditions to be satistied

the sample space and to calculate the for a Binomial distribution.
probability distribution of the random o Defines Binomial probability
variable under consideration. But, in distribution and Potsson probability
many practical situations, computation of e louion.

probabilities after listing the sample points m  lvaluates probabiitics by applying

will not be an easy task. Binomial distribution.

Wouldn’t 1t be nice to have something
easier to work with?
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In this chapter we will see some special probability distributions which follow definite
patterns. Once we know these patterns, it will be very easy to calculate probabilities
using them. The mean and variance can also be calculated without much time and effort
by knowing these definite patterns. Binomial distribution and Poisson distribution are
two such popular discrete probability distributions. Let us discuss them in detail and try
to compute probabilities using them.

5.1. Binomial probability distribution

Consider the following
situations:

®  Acoinistossed four Binomial diseribution was

times. What is the  introduced by Jacob Bernoulli
probability of getting (1654-1703) m the book
exactly two heads? ArsConjenctend’ published
®  One Yesor No ques- posthumously by his nephew

tion is asked to ten — Nicholas Bernoulliin 1713.

persons. What 1s the
probability of getting three ‘ Yes’ as response?

®  Tenstudents appear for a test. What is the probability that at least three of them
will pass the test?

A basket contains 80 good oranges and 20 rotten oranges. What is the probabil-
ity that atleast one good orange is there when three oranges are drawn from the
basket?

Let us analyse the outcomes of each trial of the above experiments.

®  Atossed coin shows Head or Tail.

®  The response to the question might be Yes or No.

®  The student who appeared in a test can either Pass or Fail.

¢ The selected crange can be Good or Rotten.

How many outcomes are there in each case? In each case, there are two outcomes.
Analyse the two outcomes in each case. We can see that, if one outcome is ‘success’,
then the other outcome will be ‘failure’. For example, in a coin tossing experiment, if
the cccurrence of head is considered as a “success’, then occurrence of tail is considered
as ‘failure’.



/

STATISTICS - XlI

If we denote the probability of success by ‘p” and probability of fallure by ‘q’, we will
have ptq=1.

In the coin tossing experiment, every time we toss a coinis a trial. When a coin is
tossed four times the number of trials is four, each having exactly two outcomes, namely
success and failure.

The outcome of a trial is independent of the outcome of any other trial.

In each of'the trials, probability of success remains constant.

Such independent trials having only two outcomes, usually referred as success and
tailure are called Bernoulli trials.

Bernoulli trial
Bernoulls trial 15 a stanstically mdependent tnial having only two possible
outcomes. The probability of the outcome at any trial always remains
saIme.
For example, throwing a die 50 times is a case of 50 Bernoulli trials, in which each trial

results in success (say, getting 6) or failure (not getting 6) and the probability of success
(p) remains same for all 50 throws.

Obviously, the successive throws of the die are independent trials.

1
It'the dieis fair with faces numbered 1 to 6, then the probability of success P = © and
I 5
q=1- s the probability of failure.
To apply the binomial probability distribution, X must be a dichotomous discrete ran-
dom variable. In other words, a random variable defined over an experiment results in

exactly one of the two possible cutcomes.

So, we can apply the binomial distribution to the experiments that satisfy the following
four conditions

1. There are n (finite) identical trials. In other words, the given experiment 1s re-
peated ntimes. All these repetitions are performed under identical conditions.

2. Each trial has two and only two outcomes. These outcomes are usually called
suceess and failure.

3. Ifthe probability of success is denoted by p and prebability of failure 1s denoted
by q, then ptq=1. The probabilities p and q remains constant for each trial.
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4. The trials are independent. In other words, the outcome of one trial does not
affect the outcome of another trial.

Conditions for Binomial Experiments
1. There are n (finite) identical trials.

2. Each trial has two possible outcomes.
3. The probabilities of two outcomes remain constant.

4. Thetrials are independent.

The Binomial formula

We are familiar with multiple choice questions having four choices, where only one
choice is the right answer. 1f the answer is not known, we may answer it randomly.
Then the probability of the answer being correct 1s 0.25 and the probability of incorrect
answer is 0.75.

Let us consider a situation where three such questions are to be answered. We can find
the probability distribution for the number of questions that have correct answer. That
would give direction to us whether to answer at random or not.

Here is the probability tree for the situation:

Question 1 Question 2 Question 3

0.25 Correct
025 Correct <
0.75 Incorrect
Carrect
0.25 Correct
0.25 0.75 Incorrect <
0.75 Incorrect
0.25 Correct
0.75 0.5 Correct <
0.7 Incorrect
Incorrect
0.25 Carrect

0.75 Incorrect

A

0.75 Incorrect
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Let ususe X to represent the number of questions we get correct out of three. The
probability distribution can be summarised as tollows.

Power of 0.25 Power of 0.75

0 (0.75) =0.422 0 3
1 3x%(0.25)1 (0.75)* =0.422 | 2
2 3%(0.25)*(0.75)) =0.411 2 ]
3 (0.25) =0.016 3 0

There are three different ways, we can get one question right. All of them have a
probability of (0.25)' (0.75). Similarly, there are three different ways of getting two
questions right with a probability (0.25)* (0.75)'of each.

Let us take the experiment made up of three Bernoulli trials with probability of success
p and probability of failure q in each trial. Then the probability distribution of X is:

X 0 1 2 3

5

P(X=x) q’ 3pq 3pq P
Hence the probability distribution is the binomial expansion of (¢ + p)’.
We know that q +p=1.

Hence the sum of the probabilities, g™+ 3 p'q*+ 3 p>q'+ p*= 1.
Thus we may conclude that in an experiment of n Bernoulli trials, the probabilities of
0,1,2,3.....n successes can be obtained as first, second, third. ... (n+1)"terms in the

binomial expansion of (g+p)*. Hence the distribution of the number of successes X can
be written as:

X 0 l i EER R X R n

P(X e X) nC(an nClplqn-l 11C2p2qn-3 ncxp};qn—x IICan

The above probability distribution is known as binomial distribution with parameters n
and p, because for the given values of n and p we can find the complete probability
distribution.

Thus, the probability of x successes P(X=x) is given by:
P(X =x)="C_p'q" ;x=012..n;q=1-p.

Z?!(.Tv‘: f)an—x — (q + f))” :]
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Hence, P(X =x)="C_p*¢"" ;x=0,1,2...n; q = 1-p. is the probability mass
tunction ot binomial distribution.

A random variable X 15 said to follow binomial distribution, if its
probability mass function 1s given by,

PX =x)="C_p'qg" ;x=012..n;q=1-p
= (), otherwise.

Binomial distribution with parameters n and p is usually denoted by B{n,p).

Mean and Variance of Binomial distribution

For binomial distribution with parameters n and p,
Mean, E(X)=np
Variance, V(X)=npq
Standard deviation, & = \/@
If X ~ B(np),

Mean, F(X) = ap, Variance, V(X)) = spg, Standard deviation, o = \fupg

Remark:
For binomial distribution, Variance < Mean

lllustration 5.1

There are five multiple choice questions in a question papet
with cach question having four choices with only one righe
answet. [f one selects the answers randomly,

a.  What s the probability of getting exactly two questions right?
b.  Whatis the probability of gettmg three questaons right?

¢ Whatis the probability of gettmg two or three questions nigher
d.  Whatis the probability of getting no questons right?

e.  What s the mean and standard deviation?
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Solution

The answers are selected at random, therefore,
1

The probability of success, P = a7 0.25

1
The probability of failure, ¢ =1-p =1- 5 =075

Let X be the number of questions answered correctly,

then X ~ B(n,p); P(X =x)="C_p'q" " ,x=0,1.2...n;q=1-p

a.  Probability of getting exactly two questions right = P(X = 2)
=5C, (0.25)%(0.75)*
=10x0.0625x 0421875
=0.264

b. Probability of getting three questions right =P(X = 3)
°C, (0.25)%(0.75)™

10x0.015625 x0.5625
=0.0879

c.  Probability of getting two or three questions right =P(X =2 or X = 3)
=P(X=2)+P (X =3)

=0.264 +0.0879
=0.3519

d. Probability of getting no questions right =P(X = 0)
=(0.75)
=0.237

e. Mean, E(X)=np=5x025=1.25
Variance, V(X)=npq=5x0.25x0.75=0.9375

Standard deviation o = \jupg = 0.9375 =0.9682
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i Ilustrabion lllustration 5.2

. A farr com 18 tossed 5> times. What 1s the probability of
i getting exactly 2 heads?

Solution:
This is a case of binomial distribution.

Let X be the number of heads,
then X ~ B(n,p)

PX =x)="C_p*¢" " ;x=0,12. .n;q=1-p

L
p=2.q4=1-p=l-—=2
n=5x=2

Probability of getting exactly two heads =P(X = 2)

oie)

_5x4 (lj
T 1x2 \2

=0.3125

4§ Justration lllustration 5.3

l'tve cards are drawn from a pack of 52 cards with
replacement. Find the probability of gettmyg exactly 3 heart

cards.
Solution
Let X represent the number of Hearts
13 1
Probability of selecting a Heart card from a pack ot 52 cards, p= 5 T

1
4
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Probability of getting exactly 3 Hearts, P(X =3)

Il

L

0
N
| =
—
Lo
N
|
Ly

45
S 512
[ @ Tustration lustration 5.4
'g. The mean of a binomial distribution 1s 6 and variance 5.
.—.‘jh. g5 ° oo o
s 1 .;f a. Write the probability mass function.

b. Fvaluate P(X=T1).
Solution

Mean, np =06, Variance=35, ie npg=>5

g5

np 6
_5

1 7 5%
5

P76 56
np==0

R
--”ngf’ —n=6%x6=36

a.  The probability mass fnction is given by,

‘ o 1 X S A
Jx)="0, [g] [E] ;x=0,1,2...36;

=0, otherwise

o 115361_ 535
o vocn =[] (5] <[]
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Tllustration

Solution

lllustration 5.5

A fair com is tossed 16 times. Find the mean, variance and
standard desranon of che number of heads obeamed?

Let X represents the number of heads obtained.

n=16p=

]
2

Mean, AP = IGX%:S

1
Variance, Fipg =8 % 5 =4

Standard deviation, \Jmpg = J4 =2

AT

@t Know your progress

Ten percent items produced by a machine are likely to be
defecove. Live 1tems are sclected at random. L'ind the
probability that not more than two items are defective.

‘T'he normal rate of mfechon of certain discase m anmimals
18 known to be 25%. Six anmmals were selected at random
and mspected. What 1s the probability that none of the
animals are infected?

A die is rolled 240 times. Find the mean, variance and
standard desnanon for the number of sixes chae will be
rolled?

‘The mean of a binomial disenbuaon 1s 40 and scandard
deviation 13 2. Obtam the values of n, p and g7 Write the
probabihity mass function?
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Probability of success and shape of binomial distribution

For any number of trials n,

®  The binomial probability distribution is symmetric ifp =0.5.

The binomial distribution is positively skewed (skewed to right) ifp <0.5.

®  The binomial distribution is negatively skewed (skewed to left) itp=> 0.5.

041 | x P(X=x)
04 - » 0 0.328
0328 1 0.41
2 | 0.154
g 3 | 0.026
02 - ] 4 0.002
0.026
0.002
00 T . 1
0 2 4
X

Figure 5-1. Graph of binomial distribution having n=5 and p=0.3

Here the distribution is positively skewed.

0-3_ | ] | |
0 0.031
J 1 0.156
2z 0.312
¥ B 0.156 0.156 sis Lok
I L fi
% 1 ] [ 4 0.156
5 0.031
0.1 =
- 0.031 0.031
0.0 T T :
0 2 4 6
X

Figure 5-2.Graph of binomial distribution having n=5 and p=0.5

Here the distribution is symmetric.
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0 0.002
1 0.028
0.4 - 2 0.132
] g 3 | 0.309
0.309 4 0.36
0.3- n
5 0.168
02 0.168
1 0.123
01—
] 0.002 0'%.28
0.0 Lt T T T T 1
0 2 4 6 8

Figure 5-3.Graph of binomial distribution having n=5 and p=0.7

Here the distribution is negatively skewed.

Importance of binomial distribution

The binomial distribution is found very useful in decision making situations in busi-
ness.

In statistical quality control it has a wider area of application. Binomial distribution
describes variety ofreal life events.

Binomial distribution is normal (approximate) when n s sufficiently large and p
and g do not differ very much.

Additive property of binomial variables.
Let X be a binomial vartable with parameters n and p, Y be another
binomial varable with parameters n, and p then X + Y will agam be a
binomial variable with parameters (n, +n_ ), and p.

ie, IfX ~ B(n ,pjand Y~ B(n,, p), then (X +Y) ~ B(n + n,,p)
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5.2. Poisson Probability Distribution

The Poisson probability distribution, named after the
French mathematician Simon Denis Poisson (1781-
1840) is another discrete probability distribution,

having a large number of applications. Suppose a pump
set of alift irmgation project breaks down at an average
of three times a month. We may want to find the
probability of exactly two break downs in the next
month. This is an example of Poisson probability
problem. Each break down is called an ‘occurrence’ in
Poisson distribution termimology. The Poisson process measures

the number of occurrences of a particular outcome of a discrete random variable ina

pre-determined time, space or volume interval for which an average number of
occurrences of outcomes is known or can be determined.

Examples:

¢ ISD calls received on a telephone switch board per hour.
®  Patients arriving at every hour ina clinic.

¢ Road accidents occurred in a week in a city.

¢ Organisms per unit velume in a liquid.

®  Cars waiting for service in a service station.

¢  Printing mistakes found in a page ofa good book.

The occurrences are random in the sense that they do not follow any pattern and hence
they are unpredictable.

The occurrences are always considered with respect to an interval. The interval may be
atime interval, volume interval or space interval.

In the example of the pump set, the interval is one month, a time interval.
In the case of organisms in the liquid, it 1s a volume interval.

In the case of mistakes per page we have a space interval.

The occurrence within an interval is random and independent.

Itthe average number of occurrences in a given interval is known, we can compute the
probability of certain number of occurrences (x) in that interval.
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Conditions to apply the Poisson probability distribution

The following are three conditions to be satisfied to apply Poisson

distribution.
1. X 18 a discrete random variable.
2. The occurrences are random.
3. ‘The occurances are mdependent.

The following are some examples of discrete random variables, for which Poisson

distribution can be applied to compute probabilities.

1. Consider the number of salesmen visiting a household during a particular day. The
visit of'a salesman is called an occurrence. Here the interval is a day (an interval of
time). The occurrences are random. The total number of salesmen who visits on
that day canbe 0,1,2. ... . Also the visits are independent.

2. Consider the number of defective items in a lot of 100 items produced in a plant.
The occurrences (defective items) are random and independent. They may be
0,1,2... . Here we have a volume (of 100 items) interval.

3. Consider the number of scratches on a six feet PVC pipe. The interval in this
example is a space interval. The scratches are random and independent.

We can cite a number of such examples where Poisson distribution has its application.
Look at some of the examples.

1. The number of accidents that occurs on a road during a week.

2. The number of customers entering a shop during an hour.

3. The number of washing machines sold at a Home appliances shop during a week.

In contrast, consider the arrival of patients at a specialist doctor’s clinic where
appointment is compulsory. These arrivals are not random because the patients have to
make appointments to see the doctor. The arrivals of passenger trains in a station or
commercial planes in an airport are not random because they have scheduled timings.
The Poisson probability distribution cannot be applied in such cases.

The Poisson Probability Formula

In the Poisson probability terminology, the average number of occurrences in an interval
1s denoted by 2 (lambda). The actual number of occurrence in that interval is denoted
by x. Then using the Poisson probability distribution, we find the probability of x



STATISTICS - XlI

occurrences during an interval, provided the mean occurrences during that interval j 1s
known.

The probability of'x occurrences in an interval is given by

e/'lx

P(x) = , x=012....
x|

=0, otherwise.
Where 4 is the mean number of occurrences in that interval and e = 2. 71828 (the
exponential constant).
A discrete random variable X 1s said to follow Poisson distribution 1f its
e A 2..5:

pmf s geen by PIX = x) = . X= 0.1.2.....
x!

= 0, otherwise.
The average number of occurrences, 1 isthe parameter of Poisson distribution.

Poisson distribution is denoted by P( 1).

Poisson probability distribution as an approximation to Binomial

distribution

The Poisson probability distribution provides a simple, easy to calculate and accurate
approximation to binomial distribution when the probability of success (p) 1s very small
and n is large; so that mean, E(X)=np is small.

Potsson distribution may be obtamed as a miong case of binomial
distribution under the followmg conditions.

I. The number of trials 13 very large. n —> .
L. The probability of success 1s very small. p — 0.

LI #pis finite, say 4.

Poisson distribution — The law of improbable (rare) events

Suppose an event is rare. Then it may be possible to count the number of occurrences
of it, but may be impossible to count the non-occurrences. This is because the number
of trials of the experiment is not known exactly. Poissen distribution describes the
behaviour ot such rare occurrences. Poisson distribution may be expected in cases
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where the chance of occurrence of the event 1s small. So the distribution 18 known as
law ofimprobable events.

Mean and Variance of Poisson distribution

For Poisson distribution with parameter 4 ,

Mean, E(X)= 2

Variance, V(X)= 1

Standard Deviation, SD(X)= /4

When J is not known it is estimated by np, provided nis large and p 1s very small.

For Poisson distribution with parameter J ,

Mean, E(X)= 2, Varance, V(X)= 1, Standard Deviation, SD(X)= /1

(* lllustration 5.6
¢ I'he pump set of a hft ingaton project had an average of

i ; .
i 3.4 breakdowns per month during the last vear.

|'l-f‘
a.  L'ind the probability that there wnll be no breakdowns
n the next month.

b. l'ind the probabihity of three breakdowns m the nexe
maonth.

¢.  Find the mean and variance of the breakdowns.

Solution
Let X be the number of breakdowns in the next month. Then X ~P(3.4)

Aqx

3

P(X=x)= ,x=0,12,....

x|
a.  Probability that there will be no breakdowns in the next month= P(X=0)

B {?—3.4(3'4)1']
Y

=0.033
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b.  Probability that there will be three breakdowns in the next month= P(X=3)

_{?—3.4 (34.)'1
Y

_ 0.033%39.304
B 6

=0.216
c. Mean E(X)= 4 =34
Variance, V(X)= 1 =34

( Tiustration lllustration 5.7

If there are 200 typmg errors randomly distributed m a
500 page manuscript, find the probability that a given page
will contam exactly three errors.,

Solution:

200

% =0.4

The mean number of errors, 4 =

Probability that one page will contain exactly 3 errors, P(X=3)

B e—[].d (04)'4
3!

=0.0072
@ Tlustration lllusration 5.8
i .. e . .
| In a certan factory, cut of 500 1tems selected for mspection,
:';—,-f' 0.2% are found to be defective. Find the probability of
4L omnce defectrve 1tem per production lot. In 1000 lots

produced, how many lots are likely to contain exactly one

defecove?

Solution
n= 500, p=0.002

Therefore, 4 =np=500x0.002=1
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Let X be the number of defective items. Then X ~ P(1)

—iqx
>

P(X=x) = x=012 .
Probabilityof one detective items = P(X = 1)

=191
e 1

T

=0.03679
Number of production lots having exactly one defective items = 1000 x 0.3679

=367.9 =~ 368 lots

Illustration

lllusration 5.9

Tf a random variable X follows a Poisson distribution such
that P(X=1} = P(X=2}. l'ind P(X=0)}.

Solution
2 Aqx
P(X=x)= ,x=0,1.2,....
x|
P(X=1)= A d P(X=2)= <A
(X=1)= o @n (X=2)= 7)
e—ﬁ.il B {?—/".12
i 2
/12
Therefore, A = 5
Hence, 7 =2
e 22')
P(X=0) = ol
=0.1353
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Tllustration

lllusration 5.10

Tt approxmately 2% in a group of 200 people are left
handed, find the probability that exactly five people are
left handed.

Solution
n=200, p=0.02

Theretore, 1 =np=200x0.02=4
Let X is the number left handed. Then X ~ P(4)

Aqx

3

P(X=x)= ,x=0,1,2,....
Probability of exactly five are left handed = P(X=5)

-3 45
¢ 4

5t

0.0183x1024
120

=0.1563.

s '9' l Y@W
Ayl

1. A new automated production process has had an average 1.5
breakdowns per day. Assume that the breakdowns occur
randomly. What is the probability of less than three breakdowns
per day?

2. A hfe msurance company msures 5000 persons aged 0. 1 studies
show the probability that any 40 year old person will die m the
given vear to be 0.001. Find the probability that the msurance
company will have to pay atleast two claims durmg a given year?

3. A factory produces blades 1 packets of 10, The probability that

a blade to be defectree 1s 0.002. 1'md the number of packets hkely

to have owo defective blades m a consignment of 10,000 packets?
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Importance of Poisson distribution

Poisson distribution describes the behaviour of discrete random variables where the
probability of eccurrence of the event is very small and the total number of possible
cases is sufticiently large. As such, Poisson distribution has wide area of applications in
queuing theory (waiting line problems) and in the fields of industry, insurance, medicine,
economics, physics, biology, etc.

Additive property of Poisson variables

Tet X be a Poisson varable with parameter 4, and Y be another Poisson
variable with parameter 7, then X+Y will follow Potsson distnbution
with parameter 4+ 4.

HX~P(a)andY~P(1 ), then X +Y ~DP(4 + 1)

hape of Poisson distribution

We have seen that binomial distribution is positively skewed (skewed to right) for
p <0.5. For Poisson distribution probability of success1s very small. Therefore Poisson
distribution will always be positively skewed.

04 - X P(x=x) |
0.367%
0.3679
0.183%
0.0613
0.0153
0.0031
0.0005
0.0001

02 — 0.1839

~|l | RE|lWwIN |- O

0.0613

T 0'0453 0.0031 0.0005 0.0001
u'e 1 1 ! T 1

0 2 4 6 8
X

Figure 5.4 - Graph of Poisson Distribution with 7 =1



P(X =x)

P(X =x)

02 =

0.1 -

0.3 5
02.707 0.2:0? 0] 0.1353
a8 ey
2 | 0.2707
3 | 0.1804
02—
Wik 4 | 0.0902
5 | 0.0361
N 0.1353
- 6 | 0.012
. 0,002 7 | 0.0034
i 0.0361
T 0.012
00 | | T .
2 4 .
X

Figure 5.5 - Graph of Poisson Distribution with 7 =2

0.0498

0224

0.14%4

0224

0.168
L

0.0498

0.1494

0.224

0.224

0.168

0.1008

0.0504

~Nli o RE|lWwIN |- O

0.0216

0.0

Figure 5.6 - Graph of Poisson Distribution with 1 =3

X

e

STATISTICS - XlI



H Discrete Probability Distributions

See, the shape of the Poisson distribution. It depends on 4. If 2 issmall, then the
distribution will be skewed to right. It approaches symmetry as 2 gets larger.

0.4
<A =1
A=
0.3 oA =10

0.2

0.1
0
0 5 10 20
Figure 5.7 -
oy

+8 et us conclude

Inthis chapter, Bernoulli process, the Binomial distribution and Poisson distribution are
discussed. A process in which each trial has only two possible outcomes, the probabil-
ity ofthe outcome at any trial remains fixed over time and the trials are independent is
termed as Bernoulli process. The Binomial distribution is used to evaluate the probabil-
ity of a particular number of successes in the case of tinite independent trials, there can
be success and failure for each trial and the probability of success is same for each trial.

FX~B(n,p), PX =x)="C_p'qg"";x=0,12...n;, q= 1-p. For binonual
distribution with parameters n and p,Mean, E(X) = np, Variance, V(X) = npq and
Standard deviation, ¢ = \jupqg . For any number of trials n,the binomial probability

distribution is symmetric if p =0.5, positively skewed (skewed to right) it p<0.5 and
negatively skewed (skewed to left) it p > 0.5.
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The Poisson distribution is used when individual events occur randomly and indepen-

dently in a given interval. The mean number of cccurrences in the interval, 2 1s finite.
To apply Poisson distribution 3 1s to be known. When n 1s large and p 1s very small,
binomial distribution is approximated using poisson distribution by taking 1 =np.

)—/‘. X

EX~P(1), P(X=x)= . X= 0, 1, 2, .... For Poisson distribution with
x !

parameter 1 , Mean, E(X)= Variance, V(X) = j . Poisson distribution is always posi-

tively skewed.
Letus assess

For Questions 1-15, choose the correct answer from the given choices.

1) If X follows binomial distribution with parameters # and p, then the values taken

a)infinite b) finite integers c¢) integers fromOton  d) infinite integers
2) For binomial distribution meanis......................

a) less than variance b) greater than variance

¢) equal to variance d) none of these

3) Mean of binomial distribution with parametersnand pis...........................

a)npq b) np c)n/p d)yntp

4) Thevariance of binomial distribution withn=6andp=04is........................
a)0.24 b) 1.44 )12 d) 1.24

5) Ifthe mean of a binomial distribution is 4 and variance is 3, then the probability of
SUCCESSIS.......oooiii...
a)0.25 ) 0.75 €)0.5 d)0.35

6) Poisson distributionis also knownas......................
a) law of averages b) law of rare events

¢) law of large numbers d) law of distribution

I - I
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7. Poisson distributionis a limiting caseof ...................... distribution.
a) Binomial b) Normal ¢) Geometric d) Pearson
8. Parameter ot Poisson distributionis alsoits ....................
a) mean b) standard deviation ¢) median d) size

9. If X and Y are independent Poisson wvariables, then X+Y
follows..................... distribution.

a) Binomial b) Continuous ¢) Normal d) Poisson
10. Poissondistributionis .........................
a) positively skewed b) negatively skewed.
¢) symmetric d) both negatively and positively skewed

11. Binomial distribution is symmetricwhen.........................

a)p=0.5 by p=10.1 ¢) p=0 d) p=0.9

12. The average number of occurrences in 1000 trials is 5. Then the probability of
SUCCESSIS. .. ....oveenn.
a)0.05 b) 0.95 ¢) 0.005 d) 0.995

13. You have to find the probability of exactly 3 male births out of 10 deliveriesina
hospital. Which probability distribution you would suggest?

a) Poisson b) Binomial ¢) Normal d) Polynonial

14. For a Poisson distribution with 3 = 1, if P(X = 0) = 0.3679, P(X=1)
S
a)0.6321 b) 0.3679 ¢)0.2231 d) 0.2386

15. ldentify the binomial experiments or experiments that can be reduced to binomial
experiments from the following;

a) Surveying 100 people to determine whether they like a particular brand soap.
b) Tossing a comn 100 times to see how many heads occur.

¢) Drawing a card from a deck and getting a heart.

d) Asking 1000 people which brand of coftee they use.

e) Testing different brands ot aspirin to see which brands are eftective.

g
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f) Asking 100 people whether they smoke?
g) Checking 1000 applicants to see whether they have got admission.
h) Asking 300 participants their age.
1) Surveying 1000 students whether they have a driving licence.
16. Compute the probability using binomial tormula.
ayn=2,p=030,x=1
byn=4,p=0.060,x=3
¢n=5p=010x=0

17. Find the mean, variance and standard deviation for each ot the values of nand p
when the conditions of binomual distribution are met.

a) n= 100, p=0.75.
by n=300,p=0.3.
¢)n=20,p=05
d)n=10,p=08.
e) n=1000,p=0.1.

_ 1
f)y n=36,p= G

18. 1f 40% ofthe workers of a factory uses two wheelers, find the probability that out
of 8 workers selected 5 uses two wheelers?

19. 1£20% women of Kerala are employed cutside the home district, find the prob-
ability that in a sample of 9 women,

a) Exactly 3 are employed
b) At most three are employed

20. The probability of passing a driving test in the first chance is 0.8. Find the mean,
variance and standard deviation of the number of applicants passed in the first
chance from a batch ot 300.

21. There are 75 students in a class. If the rate of absence is 12%, find the mean,
variance and standard dewviation of the number of students absent from each class?

I - I
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22,

23.

24

23.
26.
27.

28,

I

Assuming Peisson distribution, compute the probabilities for given values of 3
and x.

a) A =0landx=2
b) 4 =4andx=2.
¢) 4 =2andx=3.
d) A =3andx=5.

In a town the average number of accidents took place per day in the last year 1s
0.1. Assuming that number of accidents follows Poisson distribution, find the prob-
ability that:

a) there will be no accidents on a day.
b) there will be less than 3 accidents per day.

It is known that bacteria ot a certain kind occur at the rate of two bacteria per
cubic centimetre of water. What s the probability that a sample of ene cubic
centimetre water will contain:

a) exactly one bacterium?
b) at least one bacterium?

If 3% of electric bulbs produced by a company are defective, tind the probability
that in a sample of 100 bulbs exactly 5 bulbs are defective?

1£2% of all cars fail the pollution contrel inspection, find the probability that in a
sample of 200 cars 5 will fail.

A video tape has an average of one detect per every 1000 teet. Find the probability
of at least one defect in 3000 teet.

If a random variable X has a Poisson distribution such that P(X=0) = P(X=1),
find P(X=4).



Chapter 6

Normal Distribution

The concept of random variable
18 very much familiar to you now. The
details about discrete and continuous  After the completion ot this chapter, the
random variables were discussed in  lcarner:

detailin Chapter 4. Asacontinuationof @ lxplains the concept of normal
this, here we discuss distributions of distribution.
continuous random variables. m llustrates the characteristics of

o normal distribution.
The normal distribution is one of the

- . Identifics the importance of
many probability distributions that a - ) e e

. . normal distribution.
continuous random variable can

possess. The normal distribution is an
important continuous distribution

m  Uses normal distribution in various
sifuations.
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because a good number of random variables occurring 1n practice can be approximated
to it. That is, a large number of phenomena in the real world are normally distributed
either exactly or approximately. The continuous random variable representing heights
and weights of people, score 1n an examination, blood sugar levels, behavioural
(intelligence, achievements, etc. ) sciences, length of pins made by an automatic machine,
volume of oil in a particular brand of canned oil, time taken to complete a job are some
good examples of normally distributed random variables. All of these are affected by
several independent causes and the effect of each cause 1s small. If a random variable is
affected by many independent causes, and the effect of each cause is not overwhelmingly
large compared to other effect, then the random variable will closely follow a normal
distribution.

Normal distribution is of tremendous importance in the analysis and evaluation of every
aspect of experimental data in science and medicine. In fact, the majority of the basic
statistical methods that we study in the forthcoming chapters are based on the normal
distribution. In this chapter we will discuss the properties of normal distribution and its
applications.

6.1 Normal Distribution- Concept

Suppose you have collected the heights of 100 adult people in your city and constructed
a histogram of collected data. You will get a graph similar to one as shown below:

Random Sample of 100 adults

fig.6.1

Now you increase the sample size and decrease the width of the classes, the histogram
looks like the picture below.
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I

Sample size increased and class width decreased

fig.6.2

Further if you increase sample size and decrease width, the histogram looks like the

picture given below:

Sample size increased and class width
decreased further

fig.6.3

Finally, ifit were possible to measure exactly the heights of all persons of age above 18
in our country and construct a histogram, it would approach what is called normal

distribution.

fig.6.4

The Histogram of the normal distribution produces the familiar symmetric curve known
as normal curve or bell shaped curve.

Normal distribution can be used to describe many variables such as heights, weights,
etc., because the deviations from a normal distribution are very small.
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@m' s o an,
T f oY = ol V‘+
Eﬁ AT

1)  Collect heights of all HSS students in your school.

(i) Prepare atrequency distribution ofthe data.

(i) Draw a frequency curve for the data.

Observe the frequency curve and draw your conclusions.
(2) Collect the weights of all HSS students in your school.

(i) Prepare atrequency distribution of the data.

(i) Draw a frequency curve for the data.

Observe the frequency curve and draw your conclusions.

(3) The scores of 50 students out of 100 in Mathematics tor Class XI in
a HSS is given below
67 84 80 77 97 59 62 37 33 42

oo g 2 IS 33 49 AR 22
28 29 9 21 24 31 17 15 21
13 1 ) 30 41 2y 18 20
26 33 14 14 16 22 26 10 16 24

Construct a frequency distribution for the data.
Construct a histogram for the data.

Describe the shape of the histogram.

Do you teel that the distribution is approximately normal?

a0 o e

6.2 Normal Probability Density Function

A continuous random variable X is said to follow Normal distribution if it has the
probability density function

ol 207

2T

where —x < x <o, —x < u<ow,o >0

Lt and 4? are known as the parameters of the distribution (wheree=2.718, #=3.14)

A continuous random variable follows normal distribution with parameters £ and & can
be denoted as X ~ N(u,0°).
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A continuous random variable that has a normal distribution is called normal random
variable.

Mean and Variance

It X ~ N(#, 5%)then Mean

E(X)= 4
V(X) =42

Standard deviation = )’ (X) = o

Normal Curve

Variance

Mean
Median
Mode

fig.6.5
We can draw the frequency curve for the normal distribution function by giving suitable
values for /£ and ¢ . Foreach different set of values of £ and we get different normal
distributions. The value of £t determines the centre of normal distribution curve onthe
horizontal axis, and the value of & gives the spread of normal distribution curve. Following
figures will explain this point in detail.

Curva A ha_s yany 5'-",',"3“ L~ 1 Curva A hag the Curve B has mean hetween Gurve G has tha
standard division H“‘-w ‘,' & largest mean curve A and curve C largest mean
Curve B has a Larger ! i / '/ - }m -
standard division -5 G -5 NG -3
Curve C hae a very Large
standard division
A - 50 - 15 H-25 H - 33

Curve A has a small

mean and small

standard division

Curve B has a large
/ mean and larger

standard division

/ Curve C hag a vary large
mean and a very large

standard division

fig.6.6

(4 1s location parameter, o is also known as shape parameter).
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Properties of Normal Curve The discovery of the equation

1. Normal curve is bell shaped and symmetric fora normal distribution can
about X = g1 . be traced to  three

2. Mean, Median and Mode coincide. ie, Mean Bathematicians. In 1733, ic
= Median = Mode French  mathematician
Abraham De Motvre derived

3. Theheight of normal curve is maximum at mean ,
an cquation for a normal

positionie,at X= . f(x)=—=

‘ - Vi distribution based on the
Quartiles are equidistant from median. random variation of the
Normal curve is unimodal. number of heads appearing

CoefTicient of skewnessis zeroie, §,=0  whenalatge number of coins
were tossed. Not realizmg any
connection with the naturally
occurring variables, he
showed this formula to only
a few fnends. About 100 years
later, two mathematicians,

Pierre Taplace in France and
10. For a normal distribution, Quartile deviation= (ar] Gauss in Germany,

1 o _ 4 . . -
+0 and Mean deviation= 1o dertved the equation of the

Normal curve is mesokurticie, S, =3

w N o s

Normal curve is asymptotic to the x axis. ie,
on both ends away from the nuddle point,
normal curve continues to decrease in height,
but never touches the X axis

9. Total area under normal curveis 1 square unit.

11. The normal probability curve between the normal curve independently
ordinates px+o and f—o covers andwithoutanyknowledge of
approximately 68% ofthe total observations. De-Morvre’s work. In 1924,
Between the ordinates 1+ 2¢ and ¢ —2¢ Kartl Pearson found that De
covers approximately 95% of the total Moivre had discovered the
observations and between x+3c and formula before Taplace or
41— 3a covers 99% (almost all observations). (auss.

Lo B8pe |
< I b N
— " [ "o |
1
=30 ©=2c =l M f+la 20 +3a
fig.6.7
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6.3 Standard Normal distribution

A normal variable with mean 0 and standard deviation 1 is called Standard normal
variable and its distribution is called Standard normal distribution. Usually Standard
normal variable 18 denoted by the letter Z. The density function of Standard nermal
distribution s :

]

f(2)="2e 2 where —oc < z <o

k2

The curve for Standard normal distribution is as follows

e

Z=0
fig.6.8

transformation or Z score

Normal variable X with mean ¢ and standard deviationg canbe transformed in to
Standard normal variable by a transformation Z = 2% is called Z transformation. Once

X values are transformed by Z transtormation they are called Z score or Z values.

ie, If X ~ N(u,0%) then Z ="2~N(0,1).

PRI

H—3a =2 H—lo M p+lo HA 20 H+3a
-3 -2 -1 Z=0 1 2 3

fig.6.9
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< If X ~ N(u,0°) then find Li(Z) and V(Z).
tandard Normal Table

Evaluation of probability for a random variable lies in certain range using normal

probability function 1s a difficult job.

LY
_%(T'

le. dx

A
_ 1 2 . . .
Pla<X<b)= _[ e , the calculation involved here is not so easy.

To simplify the calculation involved in the evaluation of probability using normal
probability function, statisticians use tables of area under the standard normal curve as
the probability of the random variable. The tables of area under the standard normal
curve is called standard normal table.

Thus, P(O<Z<z)=]f(z)dz
3]

0 z
= Areaunder the standard normal
curve bounded by the ordinatesat Z=0and Z =z

If X ~ N(u,0°) then
Pla<X <b) =P <Lt cle)
:P(%<Z<b_ﬁ)

T

= Area under standard normal curve between the ordinates at <% and 7

2

Finding area under the normal distribution curve

For the solution of problem on normal distribution following steps and procedure table
will be helpful.

Step 1: Transform normal variable into standard normal variable by Z —transformation.
Step 2: Draw standard normal curve and locate the Z- value. Shade the area desired.

Step3: Select the appropriate block of procedure table given below.
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Block 1
Between 0 and z

Look up the z value in the table to get the
area.

Block I
0 4 KL ]

1. Look upthez valucin the table to get the
arca.
2. Subtract the arca from 0.5,

Block IIT
Between two z values on the same side
of the mean

Z, 2,

1. Lookupboth z and z_ in the table to get the
area.
2. Subtract the smaller from the larger area.

Block IV(a) Block IV (b)
Between two z values on the either side
of the mean

Z Z 2, Z

L Lookupz valueto | L
get the area.
2. Add the areas.

Lookup z andz_ in
the table to get thd
area.

2. Add both areas.

Block V
Less than any z value to the right of
mean,

Z
(1
1. Look up z, valuein the table to get the area.
2. Add 0.5 tothe area.

Block V1
Greater than any z value to the left of
mean,

L. Lookupz valueinthe table to get the area.
2. Add 0.5 tothe area.

A Ilustration

lllustration 6.1

4 PO <Z <1
HP2<Z2<3
Q) P(Z <2

b) P(-2 < Z < 0)
& P(3<Z <2
h) D(Z < 1.52)

It 7 ~ N(0,1) Find the probabilities

Q) P25 < Z <272
£YD(Z > 2)
) DZ > 1.52)
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Solution:
(A)P(0<Z<1)

(b) P(-2<Z <0)

(c) P(-25<Z<272)=

() P2 <Z<3)

(e)P(-3<Z<-2)

(HP(Z>2)

(@) P(Z<-2)

0.3413 (using siatistical fablej

P{ 0 <Z < 2) tsvmmetry

0.4772 tusing statistical iable)
fRefer block No. I in procedure tahle)

P(-2.5<Z<0)+P(0<Z<272) %//
A/
P(O<Z <235)+PO<Z<2.72) (svinmetrv) 2.5 2
0.4938 + 0.4966 (using statistical fable)

0.9904 (Refer block No.[V(b) in procedure fable)

P(0O<Z<3)- P(0<Z<2) i ]
0.49865 — 0.4772 tusing statistical table)

2 3

0.02145 (Refer block No 11l in procedure tables)
P(2<Z<3) (svmmetrv)

P(0<Z<3)-P(0<Z<2) é E
0.49865 — 0.4772 (using statistical table) = =
0.02145 (Refer block No 11l in procedure tables)

PO<Z <oc)-PO<Z<2) i ‘ j
0.5 — 0.4772 rusing statistical table)

2 o
0.0228 {Refer block No T in procedure table)

P(Z > 2) fwmmetry)
P(O<Z <x)-P(0<Z<2) é \

o
0.5 — 0.4772 rusing statistical table)

0.0228 {Refer block No T in procedure table)
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(h) P(Z<1.52) = P(-2 <Z<0)+P(0<Z<152)

H\x

0.5 + 0.4357 (using statistical table) . ]
1.52

0.9357 {Refer block No.T in procedire table)

() P(Z>—1.52)

P(-1.52<Z <0)+P(0<Z< )

= P(0<Z<1.52)+P(0<Z < o) (symmeiry) /?/%//
= , oc ) {symmerry.
// >
= 0.4357 + 0.5 (using statistical table) -1.52
= 0.9357 (Refer block No.V1 in procedure fable;

7 J_g@w progress.

7= N(O 1) then find the followng probabilities

D p(z<23) (2)P(Z>1.5) (3) P(Z >—1.25)
(4) P(Z<-1.02) (5)P(-24<Z<24) (6)P(-14<Z<31)
(T)P(122<Z<2.80) (8)P(-3.03<Z<0.72) (9)P(0<Z<2.8865)

lllustration 6.2

If X follows normal distribudon with mean 30 and scandard
deviation 5. Find the P(30 < X < 40)

Solution: Given ¢ =30and & =5

P(30 <X < 40) _ P[EO{; I {X’(—r;s < 4(}(;}1;] %

— PR <7 <2 e
= P(0< Z <2)= 04772 (using statisiical tables)
lllustration 6.3
If X ~ N(50,6) then find
(1) PE5 < X <56) (2) P(X > 60) (3)P(X < 45)
Solution: Given # =50 and & =6

P(45 < X< 56) = f’[45_‘££<x_’“ 36- ”] (—13 50 - S s])

F F

= P(-083<Z <)

“AARN
_NW

(LK
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= 0.2967+ 0.3413 using statistical fables)
=0.6380

P(X > 60) - P[X'%ﬁ“'ﬂ] - p[m 60-50J 67 %

@ @ &l

=r({z>167) = 0.5-04525=0.0475

P( X <45) _ P[X{—r;x< 45(;;5]: P[Z . 45:0]
= Pz <-083)= P(1 > 083) (symumelry)
= 0.5-02967 = 0.2033 ST

 # Tlustration lllustration 6.4

Tt the weights of 300 students are normally distributed with
mean 68 Kgand Standard deviation 3 kg, 1'md the number of
students having weights between 67 kg and 74 kg

Solution: Let X be the normal variable that represents weight ot a student.
Given g=068and ¢ =3

P(67< X <74) :P[f)?c;ﬂ <XC;“ <?4o: /“] p(m 68 o 7 o T8
=P(-033</Z<2) S ,’/, \

=0.1293 + 0.4772 = 0.6065 0
The number of students having weights between 67 kg and 74 kg =300 » P(67<X<74)
=18195 = 182

&\\\‘\‘“

I-2

ustration lllustration 6.5

In an exammation 300 students have appeared for a paper n
Statistics. Lherr average score 18 50 and standard deviation 1s 10,
Fstimate the percentage of students who got score less than 45.

Solution:
Let X be the normal variable that represents score
Given #=50and =10

P( X < 45) - P[X(;” Bl p(z <2 i j
P(Z <-0.5) S =
=05-0.1915=03085
Percentage ot students who got ascorelessthan45 =100 x P( X < 45)
=100 x 0.3085=30.85%
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“ i A random variable X follows normal distribution with mean 40 and
I standard deviation 8. Find  (a) P(30 < X < 50) (b) P(X < 45)
2) If X ~ N(50,5%) thenfind (a) P(X<50) (b)P(X<60) (¢ )
P30 <X <70)

3) The weekly wages of 1000 workers are normally distributed with
mean Rs. 70 and Standard deviation Rs.5/- Estimate the number of
workers whose wages will be

(a) between Rs. 70/- and Rs, 72/- (b)) more than 75/-

Find the value of ‘Z’ for a given probability

When area between two points under the normal curve is
known, we can find the values of scores by simply reversing
the process. Following illustrations describe the procedure
tor finding the z value

lllustration 6.6

Let Z ~ N(0Q,1) Find the value of Z if
(a) P(0 < Z < Z )=0.4251 (b) P(0 <Z < Z =040
(c) P(Z < Zl)=[],9[] (d) P(Z > Zl)=(),9()
() H(Z <Z)=0.15 (f) P(Z=>Z)=0.15

solution:

(a)
To find required value of Z , we
locate 0.4251 in a standard
normal table. Now read the

z 0 001 002 003 004 ... 009
F 3

. 0.0
numbers in column and row for 55

Z, that corresponds to 0.4251, 02
as shownin figure. 03

These numbers are 1.4 and 0.04

respectively. Combining these 14 |« @

two numbers we get required
value of Z = 1.44.

39
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(b) (.40
We locate 0.40 or closest value to 0.40 in the standard normal
table. We get Z =1.28. b Z

©
Given P(Z<Z) =0.90.
Since P(Z < Z.) is greater than 0.5, so Z, must be positive
P(-<Z<0)+PO<Z<Z)=0.90 frefersiandard normal curve)
0.5+P(0<Z<Z)=0.90

P(0<Z <Z)=0.40
Z=128
(d) (40

Given P(Z>Z) =0.90 .
" ( . ) _ //////7;,
Since P(Z>Z ) is greater than 0.5 , so Z must be negative '

PO<Z < o)+ P(Z<Z<0)=0.90 (refer siandard normal curvej
05+P(0<Z<Z)=090 (svmmerry)

P(0 <Z<Z)=0.40

Z=-128
(e)
Given P(Z<Z) =0.15 O.lii \
Since P(Z<Z )islessthan 0.5  so Z must be negative o Z

P~ ¢ <Z<0)—-P(Z<Z<0)=0.15 trefer standard normal curve)
05-P(O<Z<Z)=015 (spmmeiry

P(O<Z<Z)=035

Z=-104

Given P(Z>Z) =015 0.15
Since P(Z >Z )isless than 0.5, so Z must be positive

L

)
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PO<Z <x)-P(O0<Z<Z)=0.15 (refer siandard normal curve)
P(O<Z<Z)= 035

Z=1.04

llustration

lllustration 6.7

The heights of soldiets are normally distributed. Tf 11.51%
of the soldiers are taller than 70.4 mches and 9.68% arc
shotter than 65.4 inches, find the mean and standard
deviation for the data of haghts of soldiers,

Solution:
Since 11.51% are taller than 70.4 inches =
We have, P{ X >70.4)=0.1151 f %
A
P(Z>2Z)=0.1151 where z,=""1#
Now Z = 1.20 ¢from statistical tables)
ie, Bds 120
Hence 1141200 =704 - - - - - -- -equation(1)
since 9.68% are shorter than 65.4 inches o
we have, P( X <65.4)=0.0968 g \
T
P(Z<Z)=00968 where 7, = "54x _
Now Z,= —1.30 (from statistical iables)
ie., S 130
Hence s —1.30g =65.4 - - - - equation (2)

solving equations (1) and (2),

we get standard deviation, ¢ =2inches, Mean, =68 inches

STATISTICS - XlI
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(a) P(Z<Z )=0.25 (b)P(Z>Z )=0.38
(c) P(Z <Z,)=0.56 (f) P(Z>Z)=0.65
2) If X ~ N(24,9) and P(X >a)=0.974, find the value of ‘a’.

%ﬁ
+« N lefus conelude

A Normal distribution can be used to describe a variety of variables, such as heights,
weights, and temperatures. Normal distribution isa continuous distribution with a single-
peaked, bell-shaped curve. Normal curve is symmetric at the mean position. The two
tails of normal curve extend indefinitely and never touching the X axis. Normal variable
can be transformed in to standard normal variable by Z transformation. Standard normal
distribution is anormal distribution with mean zero and variance one. Probability of a
normal variable between someinterval is obtained by finding area correspondsto that
interval under the standard normal curve. We discussed a method of determining the
mean and standard deviation of anormal variable from probability statements. A normal
distribution can be used to sclve a variety of problems in which the variables are
approximately normally distributed.

For Questions 1-10, choose the correct answer from the given choices.
1. In Normal distribution, coeflicient of skewness £, 1s
ajone b) zero c) greater than one d) less than one
2. Mode of the normal distribution N(z, o°) is
ay i b)2 4t C) o d)o
3. Total area under the Normal probability curve is

a)lessthanone  b)unity c) greater than one d) zero
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4. The probability that a random variable x lies inthe interval (/-2 , £ +25 )is

approximately equal to

a)0.95 b) 0.68 ¢)0.99 d) 0.0027
5. Thezisastandard normal variable, then P(z=4)is ...........

a)0 b) 1 C) d)0.5
6. Forthe Normal distribution

a) mean = median =mode b) mean < median < mode

¢) mean > median > mode d) mean > median < mode

7. Probability density function of normal variable X is given by

LA =30

flx)=—¢* ¥ —x<X<wx then mean and variance are:

° s2m ’

a) mean =30 variance =5 b) mean = 0, variance = 25
¢) mean =30 variance =25 d) mean = 30, variance = 10

8. Themean of a Normal distribution is 60, its mede will be

a) 60 b) 40 c) 50 d) 30
9. Ifxisanormal variable with mean =100 and variance =25 then P(90 <x < 120)
is same as

A)P(-1<z<1) DbYP(2<z<4) c)P@d<z<4l) d)P(-2<z<3)
10. If X ~ N(6,12%) and P(O<Z < 1)=0.3413 then P(4.8 <X < 7.2) is

a)0.3413 b) 0.6587 c) 0.6826 d)0.3174
Il. Find the area under the standard normal curve
a)totheleftof Z=1 b) totherightof Z=-1.6

c)betweenZ=-0.7and Z=1.414
12. Arandom variable X such that X ~ N(50,8). Find
a) P(48 < X < 54) b) P(52 < X < 55)
c)P(46 < X < 49) d) P(X - 50[<8)
13. ItP[Z <Z ]=0.89 then find the value of Z_.

14. Suppose the birth weight of a new born baby s a continuous randem variable
B ] 37

withthep.df, f(x)=——e *;—w<X <.

032w

I - I
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1) Find the average birth weight of a body.
11) Find the standard dewviation of weight.
ii1) Find the probability that the birth weight of a baby is less than 3 Kg.

15. If X ~ N(40,5")then find P(45 <X < 55)

16. If X tollows normal distribution with mean 40 and standard deviation 3 then find
PIX=46]

17. If Xtollows normal distribution with mean 62 and variance 9 then find probability
of X lies between 60 and 65.

18. The average life of'a brand of automobile tyres s 30,000 miles, with a standard
deviation of 2000 miles. If a tyre 1s selected and tested, find the probability that it
will have the tollowing lite time. (Assume the variable is normally distributed.)

a) between 25000 and 28000 miles  b) between 27000 and 33000 miles

19. The distribution of menthly income of 500 workers assumed to be normal with
mean Rs 2000 and standard deviation of Rs. 200. Estimate the number of workers
with incomes

a)exceeding Rs. 2300 b) between Rs. 1800 and Rs. 2300

20. Asaresult of tests on 2000 bulbs manufactured by a company;, it was found that
the life time of the bulb was normally distributed with an average life 0f 2040 hours
and standard deviation of 60 hours. On the basis of the information estimate the
percentage of bulbs that is expected to burn tor

a)more than 2150 hours b) less than 1960 hours.

21. TheIQ score of students is normally distributed with mean of 120 and standard
deviation of 20. Find the probability of students have an IQ

a) between 100 and 130 b) above 140 c) Below 150
22, If X ~ N(100,6°) and P( X > a) =0.1093, find the value of a.
23. If X ~ N(70,25), find the value of ‘a’ such that and P(‘X —70|<a)=0.8

24, The lengths of certain items follow a normal distribution with mean £ cm and
standard deviation 6 cm. It 1s known that 4.78% of the items have a length greater
than 82¢m. Find the value of the mean #

25. If X ~ N(100,5°) and P( X < 106) = 0.8849. Find the standard deviation, o

26. Inadistribution exactly normal, 7% ofthe items are under 35 and 89% are under
63. Find the mean and standard deviation of the distribution.

g



Chapter 7

Sampling Distribution;

ince complete study of population is not
always possible, sampling methods are
extensively used in almost all of the studies
relating to lite. In continuation to discrete and
continuous probability distributions, our
discussion is now progressing to one step
torward to Sampling Distributions. In this
chapter we familiarize with the terms like
statistic, parameter, probability distributions
of statistic etc.

It 1s known that the sample mean, . follow
normal distribution even when the parent
population is non- normal provided that the
sampleis large. The result follows from a most
celebrated theorem- Central Limit Theorem.

Significant Learning Qutcomes

Atfter the completion of this chaprer,

the learner:

Identifics the meaning and
concept of sampling
distribution.

Dutterentiates between
paramcter and statistic and to
exemplify them.

Understands the uses and
application ot ditferent types of
sampling distributions.
Develops the relationship
between Chi-Square, Student’s t
and Sncdecor’s | statistics.
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The sample and its parent population are related to each other. The kind of information
we gather tfrom a sample or a series of samples about the population are also very
important. The cbjective is to know the manner in which the function of sample values
vary from one sample to another. Sampling distributions explain the way in which a
tunction of sample values behave. Here we get knowledge about some important sample
statistics, relation among them, we familiarize with the tables of their distributions and
their fields of application.

7.1. Parameter and Statistic

Suppose we are interested in calculating average height of HSS students inKerala. It s
very difficult to measure the height of each and every student. So we will collect the
information from a representative number of students from different parts of the state.
As you know, totality of all the HSS students in Kerala constitutes the population and
representative part of it constitutes sample,

We can describe samples and populations by using measures such as mean, median,
mode, range, S.D., etc. When these terms describe the characteristics of a sample,
they are called statistics. When they describe the characteristics of a population, they
are called parameters.

A parameter 1s a measurable characteristic of a population.

A statistic 1s a measurable characteristic of a sample.

Thus population parameter 1s a constant computed for the entire population viz.
population mean, population median, population variance and so on. Population
parameter 1s unknown but fixed, whose value is to be estimated from the sample statistic.
Sample Statistic is any constant computed from our sample data viz. sample mean,
sample median, sample SD, sample variance and so on.

Usually we denote sample mean as . , sample standard deviation as ‘s’ and sample
variance as “s*’. Similarly population mean as £, population standard deviation as “ ¢,

and population variance as ‘ G .

Statistic Parameter
Mean - vl
Standard Deviation (SD) S G
Variance 5° G’
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We wanlt 1o know aboul these

Aok

*-k _k #** selection
IR
e

Parameter

(Population mean)
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W have these to work with

Xk
*
Khm

X

Statistic

(Sample mean)

7.2  Sampling distribution

You are tamiliar with different methods of sampling like Simple Random Sampling With

Replacement (SRSWR) and Simple Random Sampling Without Replacement

(SRSWOR) and so on.

Let *N’ be the population size, and “n’ be the size of the required sample.

It we are considering Simple Random Sampling Without Replacement (SRSWOR), as

we know the number of combinations of samples of size *n” units can be drawn from

‘“N” units 1s NCn ways and hence the probability to select a sample is

]
NCn

Consider a population of size ‘5™ having units 3,5,6,8 and 11 and take a sample of

size *2’. The number of possible sampleis 5C, =

5!

(5—2)121 10

Let us try to write the samples (SRSWOR) and the sample mean.
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Sample Sample Mean (;) Probability of
Numbers values (x,, x.) sample
1 (3,5) 4 L
|
2 (3,6) 4.5 ¥
3 (3.8) 55 ?
4 G, 1) 7 ?
5 (5,6) 5.5 ¥
6 (5.8) 6.5 ?
7 (5,11) 8 ¥
8 (6,8) 7 ?
9 (6,11) 8.5 ¥
10 8,11 9.5 =
R B 16 S
Table 7.1.

Note that the sample means vary from sample to sample.

When we consider Simple Random Sample With Replacement (SRSWR), the number
1

N*-

With reference to the above example, the number of combinations of all possible samples

by taking simple random sample with replacement is 5°=25.

of possible samples, 1s N* and the probability to select a sample s
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In the similar way listed above try to list the samples and sample means.

Sample | Samplevahies| Mcans | Probability Sample | Samplkevalucs| Means| Probability
Numbers| (x,,x) (J_C) of sample ~ Numbers| (x, x.) (;) of sample
_ . I _ 1
1 (G.3) 3 = 14 (6.8) 7 L
2 3,5) 4 = 15 6,11y | 85 =
5 GG | 45 - 16 83 | 55 5

. 1 _ I

4 QR 17 B oo

o= 1 : 1

5 @1y T = 18 (8.6) 7 =

6 (,3) 4 e 19 (8,8) 8 o

7 (35,5) 5 o 20 (8.11) | 95 %

I : Gt 1

8 G55 21 {3y —

1 A 1

9 GAJo 65 = 22 a5 | s =

10 | Giy | 8 = 2 (11,6) | 85 2

1 63) | 45 = 24 (11,8) | 95 =

- 1 e = 1

12 OS5y e 55 ) = 5% La(aT ko =
Table 7.2.

From Table 7.1 and Table 7.2 we can see that, the value of sample means changes
trom sample to sample (the sample is taken by SRSWOR in Table 7.1 and by SRSWR
inTable7.2.).

From the above discussions, the numerical value calculated for mean varies from sample
to sample. Therefore it 18 a random variable. In a similar way we can compute any
statistics like median, mean deviation, mode, standard deviations and can be shown
that they are random variables.
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This means that each statistic has its own distribution and is called the sampling
distribution. Sampling distributions are probability distribution of sample statistic.

Probability distribution of a statistic 13 called sampling distribution.

7.3. Distribution of Sample Mean

From Table 7.1 and Table 7.2 , we have following probability distribution for sample

mean,
(i) In SRSWOR
& Total
= 4. qs s s gy §.785 95 brobabiiy
£ ] 1 2 ] 2 1 1 1 Ll
PO) 1o 1o 10 10 10 10 10 | 2P
Table 7.3

(ii) In SRSWR, we have tollowing probability distribution for sample mean.

x| B i A S 8 8.8 6 65T 885 9.5 111 Total Probability
e e Wmeal
PN os o5 o5 ips 25 8525 05 25 a5 i35 a3 P (x)”™

Table 7.4

tandard Error of Sample mean

The standard deviation of a statistic is known as its standard error.

Ifthe samples are taken according to SRSWR

2

a

sample variance, V" (x) =
n

Standard Error of sample mean, SE(x) =/ V(x) =, /c:l = %
n

Ifthe samples are taken according to SRSWOR

n

—_ — N _ 2
Standard Error of sample mean, SE(X) =+/V(x) = ,I[ N _I.l] )%

_ N — z
sample variance, V{(x)= ( N _r11 ] =
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Let us compute the standard deviation of sampling distribution of means for the example

discussed earlier.
O A B A G B O I B O BT
3 4 0.12 9 0.36
2 ;
4 - 0.32 16 128
25
4.5 > 0.36 2025 1.62
1
5 = 0.2 25 !
25
5.5 3 0.88 3025 4.84
6 - 0.24 36 1.44
6.5 = 0.52 42.25 3.38
7 s 1.12 49 7.84
8 = 0.96 64 7.68
25
8.5 ! 0.68 72.25 5.78
9.5 = 0.76 90.25 7:22
I = 0.44 121 4.84
25
Table 7.5

]

)= (56
(9 /() [ )]

= 4728665372, oo (1)

Variance of sample mean is 3.72
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Now, let us calculate &> ofthe population values 3,5,6,8,11.

we get C":Zy—[—ZN J —7.44

We know, in SRSWR variance of sample mean,

(1)and (2) are same. Second method 1s much easy to calculate variance of sample mean.

Similarly you can verify variance of sample mean in SRSWOR.

€ ol lllustration 7.1:
([ 0 o o o
L Draw all possible samples of size 2 from a population

P consisting of 2,3, 4,5 and find

(1) E(X) (i) V(X) and (iif) Standard Lirror of sample mean

(aywithout replacement (b) with replacement.

Solution:
(a) No of possible samples in SRSWOR= 4C =6
Sample Numbers Samples (x , x,) Means (;)
1 (2,3) 25
2 (2,4) 3
3 (2,5) 3.5
5 (3,5) 4
6 (4,5) 4.5
0 E(x) = % =35
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=135-12.25

_(4-2)125
=775 =042

(ii1) Standard Error of sample mean,

SE(x) = V(x) =+/0.42 =0.648

(b) No of possible samples in SRSWR=4"=16

Sample | Samples | Mean Sample | Samples| Mean
Numbers | (x,x,) (x) Numbers | (x,, x,) (x)
| (2,2) 2 9 (4,2) 3
2 (2,3) 2.5 10 (4.3) 3.5
3 (2,4) 3 11 (4.4) 4
4 (2,5) 3.5 12 (4,5) 4.5
5 (3,2) 2.5 13 (5,2) 3.5
6 (3.3) 3 14 (5,3) 4
7 (.4) 3.5 15 (5,4) 4.5
8 (3,5) 4 16 (5,5) 5
>x=56
. =\ _ 56
Q) E(x):ﬁzzs.:s
(i) o2 =125

v(?) - %:% = 0.625

() Standard Error of sample mean,

SE(x) :m -~ J0625=0.79

STATISTICS - XII
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ANV

Random samples of size 2 with replacement are drawn from the
population consistng of four numbers 4, 5, 6, 7. l'md sample
mean  for each sample and make sampling distribution of .

Calculate the mean and standard deviation of this sampling
distribution. Compare vour calculations with populaton mean.

“{'." Draw all possible samples of size 2 from a population consisting
47 0f 5.8,10,11 and find,

(1) E(X) (11) V(X) and (iif) Standard Frror of sample mean

(@) without replacement (b} with replacement

7.4. Central Limit Theorem and its importance

The Central Limit Theorem 1s stated as follows:

Letx,x, ..., x beasequence ofindependent random variables each having the same
distribution with finite mean p and finite variance ~°. The sample mean of
X,X,...,X, x followsapproximately normal distribution with mean 2 and variance

g . . . .
—, when ‘n’ s large. 1.e, standardized variable
7

z:X;“ ~N({0,1)asn — x

o

Central limit theorem states that regardless of the underlymg distribution

of x, the distribution of x is normal if sample size is sufficiently large.

Usually, samples with size n <30 are considered as small samples. For a given population
of size N, we can draw different samples, each ofsize *n’. For these samples we can
compute a statistic (for example, sample mean, sample variance, etc.) which will vary
from sample to sample.



4.—-/

STATISTICS - XlI

7.5 Chi-square, t and F distributions

Following are some important sampling distributions

¢ Chi-square distribution
¢ t-distribution

¢  F-distribution

Chi—-Square distribution

LetZ Z,,...Z arenindependent standard normal variables then the sum of squares of
these variables is said to follow a Chi-square distribution with n degrees of treedom(d.f)
and denoted as z*

ie, ZHZH L=y

2
(n)

This Chi-square varibale will follow a distribution which is called Chi-square distribution.

Suppose X, X, ..., X bearandom sample from a normal distribution with mean

and variance o2 thenZ _ ﬂ, 1=1, 2,..., nare independent standard normal variables.
o

X —

So pZ’ follows y* . The variable > 7= Z[ p= Mj isalsocalled y* variable.

Degrees of freedom: The degrees of freedom reter to the number of independent
observations in a set of data. suppose we are asked to choose 10 numbers. We have
then the freedom to choose 10 numbers as we please, and have 10 degrees of freedom.
But suppose a condition is imposed on the numbers. The condition is that the sum of all
the numbers we choose must be 100. In this case we can’t choose all ten numbers as
we please. After we have chosen 9% number, let us say the sum of 9 numbersis 94. Our
10" number has to be 6,and we have no choice. Thus we have only 9 degrees of
treedom. If we have to choose n numbers, and a condition on their total is imposed, we
will have only (n-1) degrees of freedom.

Properties of Chi-square distribution

1. If y* follows y* distribution with ‘n’ d.f thenMean ( *)=n, Variance { y* }2n
2. If Z is a standard normal variable, the Square of Standard Normal Variable,

ie. Z*> ~ y*

i
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3. Chi-square distribution is positively
skewed.
4. Asn —w, y* distributioncan

be approximated by normal

distribution.

Note: Theratio —- willbea z* with

(n-1)d.fandisdenoted as x| where

s’ isthe sample variance.

Applications of Chi-square
distribution

Chi-square distribution isused to test

¢ Goodness of fit.
¢ The independence of attributes.
L

The variance of single population
equals a given value,

Table of Chi-square distribution

Chi-square table contains the chi-square values for
particular value of significance level ( ¢« ) (top of the
table) for different d.f.(given in the left side column of

the table)

Chi-square disenbuton
was first descabed by
the German statistician
Friedrich Robert
ITelmert where he
computed the samphng
distnbution of the sample vanance of
a normal population. Thus in German
this was traditionally known as the
Helmertsche (“TTelmertian™) or “TTelmert
cistribution™.

The distribution was independently
rediscovered by the Lnglish
mathematician Karl Pearson in the
context of goodness of fit, for which
he developed his Pearson’s chi-squared
test, with computed table of values The
name “chi-squared” ultimately derives
from Pearson’s shorthand with che
Greck letter Chi, wntmg x .

11.07

For ¢ =0.05 and d.f'5, the value of " =11.07
This can be expressed as P( y~ o 1 07)=0.05

Illustration

lllustration 7.2
Find the value of * if

@B P> 2°) = 0.1

(b) P{ 47 o 72 = 0.01

© Py, > #°) =005

Solution:

(a) x°=15.99 (b) »*=20.09(c) y°=5.99
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72 Know your progres®

Vel Find the value of »? if
@P(y° > ¥*)=0.10 (b)P(5* > x*)= 0.05

© Py > 72)=001

distribution
IfZ 15 standard normal variable and Y The t-statistic was
mtroduced m 1908 by

William Scaly Gosset,

is an independent y~ variable with n

4 (1876 - 1937) 2 chemist

degrees offreedom, then ¥ isknown working for the

n Guinness brewery 1n

as ‘' variable or student’s tvariable with  12ublin, Treland ("Student” was his pen

v df namc) Company policy at Guinness

forbade 1ts chemists from publishing

Z therr findings, so Gosset published his

] P = y mathematical work under the
e, \J Y pseudonym (pen name) "Student”.

This t- variable will follow a distribution which is called t- distribution.

Properties of t- distribution

1. 1f t followst - distributionwith ‘0’ d.f then E(t1)=0,  V(t}=

F

where 1> 2
n-2

ho

t-distribution is symmetric at t=0.
Asn — o t-distribution — normal distribution.

L

X —u

Note: The ratio of Standard normal statistic % to the square root of »* statistic,
n

-
2

s
- dividing withits d.f. willbe a t statistic having d.f, (n-1).

o

X—u
{= ~{frn-1
ie., 3 ( )
n—1
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Applications of t - Statistic

1 statistic 1s used to test

¢ The mean of a small sample drawn from a normally distributed population when

the population standard deviation 1s unknown.

®  Two independent random samples have the same mean

Tables of t- distribution A

t- Table contains the t values for particular value of
signiticance level (¢ )

For ¢ =0.05and d.t' 5, the value oft=2.015
Statistically this can be expressed as
P(t.>2.015)=0.05 (one tail)
Also this can be expressed as
P(|r|>2.015)=2 x0.05=0.10 (two tail)

__ lllustration 7.3

Find the value of t if
(a) P(tm> t)=0.10(b) P(t(8)>t) = 0.01 (<) P(t@_> t)=0.05

(d) P(

5

>t}=0.05  (e) P(|,,|>t)=0.02

Solution:
(a)t=1372 (MHt=2.896 (c)t=2.92 (d)t=2.57 (e)t=2.76

(a) P(t ,>D=0.10 (b)P(t,>t)= 005 (c) P(|t,| >t)=0.01

nedecor’s F distribution

Let y*and y.* are two independent chi square random variables with n, and n, degrees
ot treedom respectively. Then the ratio ot two chi-square variables dividing by their
corresponding degrees of freedom will be an F variable with (n ;n,) d.f

F= 1,
ie, x>/~ Fvariable will follow a distribution which is called F distribution.

A,
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Properties of F distribution

1. IfF follows F distribution with (n , n,) d.f then % follows F distribution with
(n,n)df

2. Fdistribution is positively skewed.

The I-dismibunon 1s also
known as Snedecor’s I7

[ distributi Snedecor distribution
—ho distribution named after R. A. Fishet

4. If's?’and s,” are the sample variances of two  and Geotge W. Snedecor
independent random samples of sizen andn, (20 October 1881 to 15
taken from two normal populations with variances  Lebruary 1974). George

W.Snedecor was an

American mathematician

and statistician. Tle

L

o,”ando,”, then

ms, s contributed to  the

G, foundations of analysis of
s~ variance, data analysis,

n,s,> experimental design, and

5.} 7 statistical methodology.
“n, -1

follows F-distribution with (n -1, n-1)d.f.

Applications of F distribution

F-distribution is used to test

¢ Equality of three or more means.

¢ Equality of two sample variances.

Tables of F distribution

The tables of F statistic are arranged for different dr=2.df,=4
pairs of d.fs (n , n,) and for two different levels of
significance (0.01 and 0.05). The body of table o ;0-05

contains different values of F. First row contains
n values and the first column contains n,.

0 6.94

F- Table contains the F values for particular value of significance level (o ).
For ¢ =0.05and d.f n =2, n=4, the value of F=6.94.
Statistically this can be expressed as P(F(l 4J>6,94) =0.05.



B Sampling Distributions

A Illustration

: lllustration 7.4

" Find the value of F if
(a) P(F,, , >F) =0.05 (b) P(F,, ,, >F) =0.05
Solution:
(a) F=3.11 (b) F=2.64

These tables are very much usefial in solving problems related to statistical inference.

Find the value of F if
(a) P(F,,,>F) =0.03 (b) P(F,, . >F) =0.01

Relation among among Z, ,°,t and F Statistics

Relation between Zand 4~

IfZ ,Z,, ... Z be‘n’ independent Standard normal variables, then Z *+Z *+ .. + Z °
follows »* with*n’ d.f.
Ifn=1, then Z* follows y* with1df

Relation between 5 and t

el - Y .
If Z 1s standard normal and Y 1s 2y, then the ratio of Z and \/; will result a

t statistic with ‘n’ d.f. Hence the square of't will be ratio of two chi- square statistic.

Relation between 5’ and F

The ratio of two independent chi-square variables which are divided by their respective
d.f’sn and n,will be an F with d.f(n , n,).

Relation betweentand F

We have t - variable, = \/Z whereie, z ~ N(0,Dand y” ~ y*(n).

gl

2 -t xr
1

Squaring on both sides, we have = o i =r" F(l,n)

M

Thus, square oft statistic will be an F with degrees of freedom (1, n).
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§ b»’ iz J-j’\ C{I\Mljl}y

Li|\—

N

Find different values of't, y* and F statistic values for different
degrees of freedom and for difterent significance level ¢ .

.

&R letiug conelude

In this chapter we were familiarized with the meaning of parameter and statistic, their
distinction. This chapter went through some supporting mathematical proof of relation
between parameter and statistic. In simple random sampling techniques, one can easily
realize that the expected value of sample statistic is the population parameter itselt. This
chapter sericusly discussed three important statistic — Chi-square, Student’s t and
Snedecor’s F statistic. The relationships among these statistics were also discussed.
Familiarization of the tables of these statistic and their uses were also attempted. The
reason for discussing them 1s that they feature prominently in the testing of hypotheses.

For Questions 1-3, choose the correct answer from the given choices.

1. The Square of Standard Normal variable will be a
a) Normal b) t-statistic ¢) Chi-square statistic ~ d) F statistic

2. The ratio ot two Chi-Square statistic is

a) Normal b) t-statistic ¢) Chi-square statistic ~ d) F statistic

The Square of't Statistic is

tad

a) Normal b) t-statistic c) Chi-square statistic ~ d) F statistic
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X
4. Ifx~N(0,1)and y~ »* (n)then ﬁ follows. .......

a) t distribution with 1d.f b) tdistributionn d.f

¢) F distribution with (n,1) d.f d) F distribution with (1,n) d.f
5. If Y follows student t distribution with nd.f, then Y- follows

a) t distribution with n d.f b) y° withnd.f

¢) F distribution with (1,n) d.f d) F distribution with (n,1)d.t
6. Theratio of two independent chi-square variablesis ..................

7. can be used for conversion of variables even though the population
is not normal

8.  Asper Central Limit Theorem, a distribution with mean p and variance 6-, the
sampling distribution of Sample mean approaches a normal distribution with mean
and Variance

9.  Asample of'size 10 is taken from a population with variance 25 then the variance
of sample mean is—

10. Read the following statements and mark them True/ false

a) Thenumerical value calculated for mean, median, mean deviation, mode,
Standard Deviations of sample data are called sample statistic.

b) The expected value of the sample mean is Population mean.

¢) Assample size increased, the sampling distribution of the mean approaches
the normal distribution regardless of the population distribution.

d) The variance of distribution of the random variable x is termed as SE of
Mean.

e) The CLT is assumed applicable if the sample size is small.

f)  Standard Error of mean varies inversely with the SD of population.

g



11.
12.

15.

16.

/
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Explain the concept of statistic and parameter with an example.

Explain the concept of sampling distribution and standard error.

. Establish the relationship among t-statistic, Chi-Square statistic, F statistic.

14.

Match the tollowing
A B
X—p
D i a)  Snedecor’s F variable
Vr—1
Q)L b)  Standard normal
LR c)  Chi-square variable
X — i
4) G d) t-variable
Jn

Consider a population of size tour, having observations, 58,52,56,63.

a) Write all possible samples of size 2 by taking simple random sample with
replacement.

b) Find population standard deviation.

Using simple random sampling without replacement (SRSWOR), Select samples
of'size two fromthe data 2, 3,6, 8and 11.

a) Write all possible samples.
b) Find the standard error of sample mean.
A population consists of values 2,4,6,8,10. Consider all possible random samples

ofsize 3 in SRSWOR.

a) Write all possible samples. b)E (;) and V(;)

I~ I
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18. The ages of Badminton players of a school are 18,15,16,19.
a) Find the average age of a player.

b) If a team of 2 may be selected according to SRSWOR then how many
different possible samples are there? List out the samples.

¢) Find standard error of estimate.

19. Fill up the missing values for the table given below.

SI No Value of Variate o d.f.
] . 0.80 18
2 ¥ =22.362 — 13
3 t =—— 0.025 16
4 tios = 227T79 0.005 e
5 t =—— 0.025 160




Chapter 8

in their daily life. When you are ready
to cross a road, you estimate the speed
of the vehicle that is approaching, the
distance between you and the vehicle,
and your own speed. Having made
these quick estimates, you decide
whether to wait, walk or mun. Consider
another situation, a company which is
manutacturing electrical bulbs wants to
estimate the average life of'a bulb. The
company cannot test all the bulbs.
Rather it will take a sample and through
the sample it will estimate the average
life of'a bulb in the population. Qur real

Estimation of Parameters

learnce:

m ldentities the application  of
Interential Statistcs.

m Recognises the estimator and
estimate.

m Describes pomnt esnmation and
mterval estimation.

m  Lists out the destrable properties of 4
good cstimator.

B lixamings the propertics of cstimators.

mlisttimates the paramcter using
mcthod of moments.

m Constructs confidence intervals for

—

7 4 W

My

Atter the completion of this chapter, the

ignificant Learning Outcomes

population mean.
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nterest in a statistical study is to draw conclusions about the population. For that we
take samples trom the population and draw conclusions about the population based on
the sample results.

tatistical Inference

The branch of Statistics which use the samples to make inferences about the unknown
aspects of the population is known as Statistical Inference or Inferential Statistics.
The unknown aspects of the population may be the value of the parameter, the form of
distribution of the population, etc. Inferential statistics basically relates the sample
characteristics to population characteristics. Statistical inference is classitied into two
categories. Oneis the Estimation of Parameters, in which we estimate various unknown
parameters of the population and the other is the Testing of Hypothesis, in which
either we accept or reject the estimated value of the parameter ofthe population using
samples taken from it. In this chapter we discuss some basic concepts of the theory of
estimation. Testing of hypothesis will be discussed in the next chapter.

Estimator and Estimate

The value of the parameter 1s usually estimated with the help of a function of the sample.
This function 1s known as Estimator of the parameter. Clearly estimator is a statistic
and hence it is a random variable. We can see that the value of the estimator will vary
trom sample to sample. The value obtained for an estimator from a particular sample is
called Estimate of the parameter.
For example, suppose we want to estimate the population mean (u) of the weights of
students in higher secondary schools of Kerala. We can select a sample of 5000 students
and find the sample mean ( ¥ ). Let it be 54Kg. Then the samples mean ( ¥ ) is the
estimator and the sample mean obtained from the sample, 54Kg, is the estimate of'the
population mean.

Estimation of parameter is of two types.

® Point Estimation

¢ Interval Estimation

If we are selecting a sample from the population and suggesting a single value
corresponding to the parameter, which is estimated from the sample, thenit is called
Point Estimation. Instead of suggesting a single value, one can propose an interval,
within which the value of the parameter is expected. This 15 known as Interval
Estimation.

The characteristics and methods of estimation are discussed below in detail.
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8.1 Point Estimation

Many functions of sample observations may be proposed as estimators of the same
parameter. For example, we can use the sample mean, sample median, sample mode,
etc. as the estimators of the population mean. One canuse the average of the mimnimum
and maximum observations of the sample also. In short there will be many estimators
tor a single parameter. Usually a statistician will choose a best estimator corresponding
to a parameter. Some criterions are used to examine the good estimators. An estimator
1s said to be a good estimator if it is:

¢ Unbiased
¢ Consistent
¢ Efficient

¢ Sufficient

Unbiased Estimator

Every estimator s a statistic and all the statistics are random variables. Therefore the
value of the estimator will have ditferent values for different samples. If the arithmetic
mean of the values of a statistic from all the possible samples is equal to the true value
of the parameter, then we say it is an unbiased estimator. In other words an estimator 1s
said to be unbiased it its expected value 1s equal to the true value of the parameter.
Several unbiased estimators may exist for a parameter.

An estimator, ‘t’ 1s said to be an unbiased estmator for the parameter g7,
if (1)y=8.

In the last chapter we have discussed that the sample mean is a statistic withmean p and
standard deviation & . It means that mean of sample means is equal to population
mean. Or the expected value of sample mean is the population mean. Thatis F{(X) = .
Therefore sample mean ¥ 1s an unbiased estimator for the population mean p.

lllustration 8.1

X, X, X, and X . 15 a random sample drawn from a
population with mean £ . Show that T =X + X, + X, -
2X, 15 an unbiased estimator for g .
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Solution
Given L(X,)=L(X.)=L(X,)=E(X,)=u
Now  E(I)=I(X, +X,+X,—2X,)
=1( X))+ (X )+ E(X)-2£(X,)
=ututpu-2u=yu
ie. (1=
Therefore T is an unbiased estimator of & .

lllustration 8.2

Usmg smnple random sampling without replacement
(SRSWOR], select samples of size two from the population
consisits of 4, 5,6, 7 and 8.

(a) Write all possible samples.

(b) Show that sample mean is an unbiased estimate of
population means.

Solution
No. of possible samples in SRSWR ~ =5C,=10
Sample No samples sample mean ()

1 (4,5) 4.5
2 (4,6) 5
3 (4,7) 39
4 (4,8) 6
5 (5,6) 5.5
§) (5,7) §)
7 (5,8) 6.5
8 (6,7) 6.5
9 (6,8) 7
10 (7.8) Fak)
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60
F(n BT L, ( ] )
Population mean, » = W= B e (2)

from (1) and (2) we have £{x) =
Hence sample, 7 1s an unbiased estimator of population mean, # .

B Musteation lllustration 8.3

Usme simple random sampling with replacement (SRSWR],
ﬂ : select samples of size two from the popuation values 4, 6,
and 8.

{a) Write all possible samples.,

(b) Show that sample mean is an unbiased estimate of
population means.

No. of possible samples in SRSWR =32 =9,

Sample No samples sample mean ()
1 (4,4) 4
2 (4,6) 5
3 (4,8) §)
4 (6,4) E
5 (6,6) 6
6 (6,8) 7
7 (8,4) §)
8 (8,6) 7
9 (8,8) 8
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4+ 6+ 8

Populationmean, x = ————= 6 S ——— )

from (1) and (2) we have 7(¥) = p

Hence sample, 7 18 an unbiased estimator of population mean, 4 .

i et X
population with mean z# and standard deviation ¢ .
Consider the following estimators for the parameter g,

. and X_be sample values drawn from a normal

12

X +4X,
e X Sx, TL=————,

e X %

Check the unbiasedness of the estimators T,, T, and T,

2, A populanon consists of values 2, 4, 6, 10. Consider all
possible random samples of size 2 in SRSWOR and
SRSWR. Show that sample mean 1s an unbmased estimator
of population mean.

Consistent Estimator

A desirable property of a good estimator 1s that its accuracy should increase when the
sample size increases. That is the value of the estimator is expected to come closer to
the true value of the parameter and its variance becomes 0, when the sample size is
sufficiently large.

An estimator, ‘t’ 13 said to be a consistent estimator for the parameter *g’,

it B¢y >0 andV (t) >0 as n > oo

Efficient Estorimator

Efficiency of an estimator is related to its variance. If a parameter has many unbiased
estimators, then that estimator with least varance is called the efficient estimator.

Tet t, and t, are two unbiased estimators for the parameter *g’, then t,

i3 said to be more efficient than t,, if V(t,)<V(t,)
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lllustration 8.4

X, X,, X, and X is a random sample drawn from a
population with mean @ and standard deviation o .

T =X +2X +2X, —4X and T, =X +X,-X X are
unbiased estimators for g . Obtain the efficient esomator
among T, and T,.

Solution
Giventhat T, and T, are unbiased estimators of the population mean .

T, =X, +2X,+2X, - 4X,

V(T) = V(X +2X,+2X, - 4X)

= V(X)) + V(2X) + V(2X,) + V(4X,) [Since V(X= Y)=V(X)+V(Y)]

V(X)) +4V(X,) +4V(X)) + 16V(X,) [Since V(aX) =a’V(X)]

= 0 +40° +40” +160° =257

T'_’

=X +X -X -X,
V(T) =VX)+V(X)+V(X)+V(X)
=o'+t +oi+ot
=452
V(T,)<V(T)). Therefore T, isefficient than T .

lllustration 8.5

X,s X, and X, are values of a random sample drawn from a
normal populatton with mean # and standard devation o .

]‘:w l-”:Xl_Xz"'Xs and I,:Xl-i-Xg—i-Xs
1 L] e 3 -_—

estimators for u . Obtain the efficient estimator.

are
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Solution
Given 1| =20t X o Mo H X, = +{2+X3
4 2 3
R(T) = E[Xl +2X, +ng
4
X)) +2E(X) + E(X))
4
_ HH2ptp
- 4
_du
4

ie F(T) = u . Therefore T is anunbiased estimator of 4.

E(Iz) — ‘.‘[X'I _);2 +‘X3J

_ LX) - (X ) + 1)
2

L H—ut U

1.e. E(T,)isnot equal to # . Therefore T, is not an unbiased estimator of z .

E(l‘_ﬂ;):E[X‘ +/§3 +X3]

_ FE(X)+ERE(X,)+E(X))

J
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L Htutu

i.e, E(T,)= 4. Therefore T is an unbiased estimator of 4.

X]+2X2+X3]

V)= V[ :

VX)X VX))
16
ot +d0’ +o”
16
16
30°

- 3 = 03750°

X1+X3+X3]

J

VL= V[

_ D)X+ (X))
9

_o+o+0°
9

3o
9

b

a

== T 0333c°
J

V(T,) <V(T,), Theretore T is the efficient estimator.
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72 Know your progres®

(o] T X, XX, X and X are sample values drawn from a normal
T, populanon with mean # and standard devation o .
e = X,
[ 4

= T, and

B L Y X
5

iy

are unbiased estimators for the parameter # . Find the most efficient estimator.

ufficient Estimator

Estimators are substitutes for the parameter obtained from the sample. A good estimator
should provide the maximum information contained in the sample regarding the parameter.
It an estimator is capable to provide all the information contained in the sample about
the parameter, then it is sufficient to substitute the parameter and hence it is known as
sufficient estimator.

An estimator 15 said to be a sufficient estimator of a parameter, 1f 1t
contams all information m the sample about the parameter.

Sample mean is unbiased, consistent and sufficient for the population mean.

8.2 Method of Moments

We have discussed the concept of moments in our plus one classes. There are two
types of moments, raw moments and central
moments.

The ' order raw moment of the sample is
given by

2x
X
,F_
m==—
I7

The r* order raw moment of the population  p1eth0d of moments was discovered

is usually represented by 4 and ther®order .14 gy died in detail by Karl Pearson
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raw moment of the sample is usually represented by =2, .

By equating the population moments and sample moments, we get

-
Where = E(X")
In particular if 1 = m;,
we have E(X)=x (Since m = ¥)

or =73

That means the moment estimator for the population mean ( # ) is the sample mean
(¥ ). We denote it by

-

H=Xx
‘} Tilustration )
P lllustration 8.6
|‘- \.
| A sample drawn from a population 1s given below: Obtam
) i ‘
o the moment estimator for the population mean.

Sample Values: 18, 14, 14,17, 15, 13, 16, 15, 16, 19, 15, 17,
19,15 and 17

Solution

3
|

P
Foes
I
.u<

‘ =

_ 1 18+14+.. +17
15

A sample 1s drawn from a population to analyse the mean
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7 JK%@W Your progress.

Vil x-‘aluc. of the population. 'The sample values are green below:
—/ 45, 40, 42, 46, 48, 43, 58, 52, 43, 44

Obtain the moment estimate for the population mean

8.3 Interval Estimation

] 8
L]
L]
| .\

In point estimation we estimate a single quantity for a parameter. This estimated value
cannot be expected to coincide with the true value of the population parameter. It can
be used as an approximation only. One can expect the actual population value around
the estimated value. Sometimes the actual population value may be very close to the
estimated value or sometimes very far from the estimated value. So it will be more
useful it one can propose an interval which is expected to include the unknown parameter
with a specified probability. We can suggest a large interval with more confidence and
the confidence to expect the true value within the suggested interval will decrease when
the interval becomes small. Such an interval is known as confidence interval or
(1-ax ) x 100% confidence interval. Here (1- ¢z ) 1s known as the confidence coefficient,
which is the probability that actual value of the parameter to being included in the
interval.

8.4 Confidence interval for the population mean

Let a sample of size n be drawn from a normal population with standard deviation o .
Let ¥ be the sample mean and s is the sample standard deviation, then the
(1-ar ) x 100 % confidence interval for the population mean 1s given by,

o o
X——=Z,, X+—F—=Z,.
[ yno N “]

The value of £ «; 18 determined from standard normal table for different values of ¢

such that * (—Z% <Z< Zq,;;) =1-a& where Z is the standard normal variable.

When * ¢’ 1s unknown and if the sample size ‘n’ is large, the confidence mnterval 1s

(g2 )
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Note: For a 95% confidence interval, the value of Z o, =1.96 and for a 99% confidence
interval Z%- =258

lllustration 8.7

After awet night, 16 worms were found on the lawn, “LThetr
average length measured in cm. was 10.39. Assuming that
this sample came from a normal population with variance 4.
Calculate the 99% confidence interval mean length of all the
worms m the garden.

Solution
Given that

¥=1039, 6=J4 =2andn=16.

The 99% confidence interval tor the population mean is

[f—lSSxi ?+2,58xi]

i’ Jn

- ['10,39—2,58><_i, '10,39+2,58><_i]

J16 Ji6
=(9.1, 11.68)

The 99% cenfidence interval for the mean length of the worms in the garden is
(9.1, 11.68).

lllustration 8.8

On the basis of the results obtamed from a random sample
of size 100 men from a particular distnice, the mean heighe
of the men m the district 18 found to be 178.2 em. with a
standard deviation 4.8 cm. Calculate a 93% confidence
mtetval of the population mean. Suppose that the
population of heghts of the men m the district follows a

normal distribution.
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Solution
We are given the following information about the sample,

x=178.2 s=48 and n= 100.

The 95% confidence mterval for the mean of a normal population s,

[F—l,%xi f+1.96><i]

Jn’ Jn

= [1?8.2—1,96xﬁ, 1?8.2+1,96x£]

V100 4100

= (177.26, 179.14)
The 95% confidence interval for the mean 1s (17726, 17914)

A random sample of 100 1s taken from a population with
standard deviation 12. The sample mean 1s 76. Find a
95% confidence mterval for the mean of the populaton.

2. 80 people were asked to measure their pulse rates when
they woke up i the morning “The mean was 69 beats and
the standard deviation 4 beats. Find a 99%% confidence
mnterval for the population mean.

Q%}‘/f
R Hlerus conelude

Statistical inference is the branch of Statistics, deals with the determination of the unknown
aspects ofa population using samples taken from the population. The unknown aspects
may be the parameter ofthe population, form of distribution ot the population, etc.
Statistical inference is classified into two categories — estimation of parameters and
testing of hypothesis. Estimation of parameters deals with the determination of the value
of the unknown parameter of the population using samples taken from it. There are two
types of estimation — point estimation and interval estimation. In point estimation we
suggest a statistic as the value of the parameter. This statistic 1s called a point estimate of
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the population. We can suggest a lot of statistic as the estimate of a single parameter. So
we have to consider certain criteria tor selecting a good estimate. The desirable

properties of a good estimate are unbiasedness, consistency, efficiency and sufficiency.
They are detailed in this chapter. There are different methods for estimating the parameter
of a population. One of them is the method of moments. In interval estimation we
suggest aninterval as an estimate such that this interval contains the true value of the
parameter with a specified probability. This probability is called the confidence coefficient
and the interval is called the confidence interval. The confidence interval for the mean of
a normal population is also discussed in this chapter.

==

Af !

US assess

—

(&n)

S
For Questions 1-3, choose the correct answer from the given choices.

1. IfX,X and X isarandom sample of size 3 taken from a population with mean

e X F2ZX X _ .
pandif £, = fls unbiased for 4, what is the value of k?
4 b) 2 : d .]

2. Name the property of an estimator which 1s based on its variance when n is large.

a) Unbiasedness  b) consistency ¢) sufficiency d) efficiency

3. Theestimatert | 1s more efficient than t, when:

a) V(t)=V() b)V(t)>Vi(t) c) V(t )< V() d) Vit )=V(t,)=0
4. Ateacher asked a group of students about the average time taken by them to
reach school. Then, some of them replied — “about 25 minutes’ and some others
replied — *20 to 30 minutes’. Name the types of estimation related to each of the
above replies.
5. IfX, X, and X, is arandom sample taken from a population with mean # and
standard deviation ¢ . Find which of the following estimators for £ are unbiased,

1 1 1
/==X +=-X,+=-X,
4 2 4

[)r,,:in-i-LX.,-‘rLXq {IBZLXI-FEX.,-FLX.;
- 10 - 10 7 6 307 2 -

S
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6. 1fX, X and X, is arandom sample taken from a population with mean p and
standard deviation & . Find which ot the following estimators for p are unbiased,
and which is most efficient.

T:X1+X2+X3 T _ X +2X, _ﬁ:X1+2X2+3X_3
1 73 vl 73 . 1q 3
7.  Find the estimate of the population mean from which each ofthe following samples
18 drawn:

a) 46,48, 51, 50,45, 53, 50, 48.
by 35, 42,38, 55, 70, 69,
¢) 1.684,1691, 1.687, 1.688, 1.689, 1.688, 1.690, 1.693, 1.685.

8. A certain type of tenmis ball is known to have a height of bounce which is normally
distributed with standard deviation 2 cm. A sample of tennis balls 1s tested and the
mean height of bounce of the sample is 140 cm. Find the 95% confidence interval
for the mean height.

9. Arandom sample of 100 is taken from a population. The sample 1s found to have
amean of 76 and standard deviation 12. Obtain a 99% confidence interval for the
mean ofthe population.

10. 150 bags of flour of a particular brand are weighted and the mean massis found to
be 748 grams with standard deviation 3.6 gms. Find 95% and 99% confidence
interval for the mean mass ofbags flour of this brand.

11. 80 people were asked to measure their pulse rates when they woke up in the
morning. The mean was 69 beats and the standard deviation 4 beats. Find 95%
confidence interval and 99% confidence interval of the population mean.

12. Distinguish between estimator and estimate.

13. Suggest 3 point estimates for the mean of a population.

14. The ages of Badminton players ofa school are 18,15,16,19. It a team of 2 may

be selected according to SRSWOR. Verify the statement “sample mean 1s an
unbiased estimator of population mean”.

15. Inarandom sample ot 64 of 600 road crossing in a town, the mean number of
automobile accidents per year was found to 4.2 and the sample sd was 0.8.
Construct a 95% confidence mterval for the mean number of automobile accidents
per crossing per year.

I



Chapter 9

Testing of Hypothesis

Decision

In the previous chapter we have
discussed how a samplecan be used
to develop pointand interval estimates
for as__s_qssih;g‘popu]a-tion parameters. In
Statiéiiés_, we know that the inference
made is based on estimation and
hypothesis testing. In this chapter we
will continue our discussion of statistical
inference in terms of hypothesis testing,
Hypothesis testing i1s the soul of
inferential statistics and is a very
important tool tor researchers to arrive
at a conclusion. It is one of the most
important aspects of the theory of

After the completion ot this chapter, the

learnce:

m Recognises and forms statistical
hypotheses.

m Idennties Type L and Type IT Errors.

m  Explains Test statistic, Critical
region, level of significance and
Ponwer ot a test.

m  lustrates the methods for testing the
population means.

m  lustrates the Chi-square test for
independence of attributes.

m Constructs suitable statistical test for

4 situation.
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decision making. Testing of hypothesis plays an important role in Industry, Biclogical
sciences, Social sciences, Economics, etc. The purpose of hypothesis testing is to
determine whether there is enough statistical evidence in favour of a certain belief or
hypothesis about a parameter.

9.1 Statistical Hypothesis

A statistical hypothesis is generally considered as an assumption about the distribution
or parameter of a population that has to be proved or disproved. For example, the
operation manager of a soft drink manufacturing company has to decide whether the
bottling operation is under statistical control or not. The company sells in bottles labeled
1 litre, filled by an automatic bottling machine. The manager wants to examine the claim
that on average each bottle contains 1 litre of the soft drink may or may not be true.
Here our hypothesis tor the bottling process is, “the average quantity of soft drink in the
bottle is equal to 1 litre”. 1f the hypothesis 1s true, the process is said to be under
statistical control. Ifthe hypothesis is not true, ie, the average1s either less than 1 litre or
more than 1 litre, then the process is said to be out of control.

A statistical hypothesis 1s an assumption about an unknown population
parameter ot distribution. This assumption may or may not be true.

Null and Alternative Hypothesis

The first step of hypothesis testing is to convert the research questions into hypotheses.
In any testing of hypothesis problem, we are faced with a pair of hypotheses such that
one and only one of them 1s always true. One of this pair 1s called the null hypothesis
and the other one 1s the alternative hypothesis.

The hypothesis actually to be tested is referred to as null hypothesis, denoted by H_
Null hypothesis is the claim of *no difference’. It 1s assumed to be true unless there is
strong statistical evidence to reject it.

The alternative hypothesis is the negation of the null hypothesis, denoted by H . The
alternative hypothesis is claim of *a difference in the population’. It is assumed to be
true when the null hypothesis is false.

For example, in the bottling plant problem discussed above, the null and alternative
hypotheses are,

H, : The average quantity of soft drink in the bottle is equal to 1 litre.

H, : The average quantity of soft drink in the bottle is not equal to 1 litre.
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Consider another example;
Suppose we want to determine whether a coin 1s unbiased.

Here, the null hypothesis (H, ) is - half of'the flips of the coin will result in Heads and half
in Tails.

1
Symbolically, H : = 5 where p 1s the proportion of number of heads to total trial.
The alternative hypothesis (H ) is - the number of Heads and Tails will be different.

1
Symbolically, H : 7 # 5 where p is the proportion of number of Heads.

As we have discussed, the null and alternative hypotheses are opposite statements. So
both H and H, can notbe true and one of them will always be true. Hence rejecting
one 1s equivalent to accepting the other and vice versa. 1t is to be noted that the roles of
null and alternative hypotheses are not symmetrical. That is, they can not be interchanged.

The Null Hypothesis, symbolized by 1T, is the hypothesis which is
actually to be tested. It 1s the hypothesis which states that there 15 no
difference between a parameter and a specified value of parameter.
The Alternative hypothesis, denoted by T, 1s the negation of the null
hypothesis. It 1s the hypothesis which states that there exist a difference
between the parameter and the specified value of the parameter.

For a better understanding about the roles of null and alternative hypotheses, we can
consider a non statistical example.

A person who has been accused tfor committing a crime is on trial in a court. The person
presented before the court is assumed to be innocent until he/she proves guilty. Hence
in the beginning of the trial it is assumed that the person is innocent. The null hypothesis
1s usually the hypothesis that 1s assumed to be true to begin with. Using the language of
hypothesis testing, the two hypotheses for this court case can be written as follows:

H,: The person is innocent.
H.: The personis guilty.
The outcomes of the trial process may result:

Accepting H_ of imnocence, when there is not encugh evidence to convict the
person. It does not prove that the person s truly innocent.

Rejecting H, and accept H, of guilty, when there is enough evidence to rule out
innocence and to strongly establish the guilt.

I - I
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In atrial case we do not have to rule out guilt in order to find someone innocent, but we
do have to rule out innocence in order to find someone guilty. ie, we do not have to rule
out H inorderto accept H,, but we do have to rule out H, in order to accept H,. Thus
it 1s clear that the two hypotheses — null and alternative are not interchangable. So it
becomes more important to be clear about what the null and alternative hypothesis
should be in a given situation, or else the test is meaningless.

9.2 The Two Types of Errors

After the null and alternative hypotheses are spell out, the next step 1s to gather evi-
dence from a random sampling of the population. The most important limitation of
making inferences from the sample data s that we cannot be 100% confident about it.
Ifthe sample is as large as the population the variation will be negligible. But in normal
case variation trom one sample to another can never be eliminated. This may lead to
incorrect drawing of conclusions or errors. In the hypothesis testing, there are four
possible outcomes. In reality the null hypothesis may or may not be true and a decision
1s made to reject or accept it on the basis of the data obtained from a sample. The
following table shows the four possible outcomes. Note that there are two possibilities
for a correct decision and two possibilities for an incorrect decision.

States of population

H_ istrue H, is false
]
g‘ Reicct H B Correct decision
& 1 (No error)
g (Typel)
=
L
E
S Accept H, Correct decision Error
E (donotreject H,) (No error) (Type II)

Table 9.1

The table shows the possible decision making and the states of population. As you can
see, there are four possible outcomes, which can be classitied as three,
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¢ No error (Correct decision)
* Typelerror
* Typell error.

Only one ofthese outcomes will occur for a hypothesis testing.

Type | Error

Inthe context of statistical testing, the wrong decision of rejecting a true null hypothesis
is called Type I error. ie, Type Lerroris to reject H when H. is true.

Type Il Error

The wrong decision of accepting (not rejecting) a false null hypothesis is known as
Type I error. ie, type Il error is to accept H, (not reject H ) when H, is true (H, is
talse).

Both types of errors are undesirable and should be reduced to the minimum. We can
not completely avoid either type of errors.

Many Statisticians argue that you should never use the phrase ‘accept
the null hypothesis®. Instead you should use, ‘do not reject the null
hypothesis’. Thus the only two hypothesis testing decision would be
reject H or do not reject H .

A Type I Error occurs if vou reject the null hypothesis when it is
true.

A Type IT Error occurs if vou do not reject the null hypothesis when
it is false.

9.3 Level of Significance and Power of a Test

In testing a given hypothesis, the maximum probability which we would be willing to
take risk 1s called level of significance or significance level of the test. In other words
signiticance level is the probability of rejecting H when H_ is true. The level of signifi-
cance is denoted by the Greek letter ¢ (alpha). The significance level of a test is gener-
ally specified before samples are drawn for the testing purpose.

& = P (reject H /H_ is true)

=P (Typel Error)
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Thelevel of significance commonly used in testing of hypothesisis 0.05 or 0.01. That s,
it the null hypothesis is rejected, the probability of type I error will be 5% or 1%,
depending on which level of significance 1sused. When o =0.05, thereis a 5 % chance
of rejecting a true mull hypothesis. In other words we are about 95% confident that we
made the right decision. In such a case we say that the hypothesis has been rejected at
5% level of significance which means that we could be wrong with probability 0.05.

The probability of type Il error is denoted by the Greek letter 5 (Beta).
Jii =P (type I error)
=P (Accept H /H is false)
Type I1 error is committed when a wrong decision is taken in accepting a false null
hypothesis.
The Power of a test is the probability ot rejecting a null hypothesis when it 1s false.
Power =P (Reject H /H, is false)
=1-P (Accept H /H, is false)
=1- 5
That is, power of a test is the probability of not committing a type Il error. It is the

probability that the test will correctly lead to the rejection of a false null hypothesis. The
statistical power 1s the ability of a test to detect an eftect, if the effect actually exists.

The level of significance 13 the maximum probability of committing a
‘Iype L error. 'This 1s denoted by the Greekletter ¢ .
1, ¢ =P (typel error)

The power of a test 1s the probability of rejecting TT_when it is false. Tt
1s the probability of not committmga type 1 error.

P (Reject H / H, | 1 false)

= 1 —P(Accept TT /TT is false)

= 1-P(Typell Frror)=1- g

9.4 Test Statistic and Critical Region

Aswe know, a statistic is a function of sample vahies. Also, a statistical test is conducted
using a sample taken from the population. Hence we use the help of a statistic in the
testing procedure. This statistic is called the test statistic. It is based on appropriate

1, Pawer of the test
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probability distribution. With the help of the test statistic we determine whether to accept
or reject the null hypothesis. The test statistic compares data with what is expected

under the null hypothesis. The commenly used test statistic are Z — statistic, t — statistic,
F — statistic and Chi-square statistic.

Critical Region

The test statistic follows some probability distribution.
In a test, the area under the probability curve of the test statistic 1s divided into two
regions,

® theregion of rejection

¢ theregion of acceptance
The region of rejection:- The rejection region is the region in which the mall hypothesis
1s rejected. The region of rejection is called the critical region. That is, the critical region
1s the area or areas of the sampling distribution of the test statistic that will lead to the

rejection of the hypothesis tested. The area of the critical region is equal to the level of
significance, o .

Critical

The region of acceptance:- Critical 3
alue

Value
The acceptance region 1s the

area in which we take decision

. Rejection Rejection
to accept the null hypothesis. Regicn Acceptance Region
) region
The value which separates the AN el 'l

critical region and acceptance

region is called the critical We would reject Ho if the test
vahue statistic falls in this region
' Fig. ©.1

‘The Critical region 1s the range of values of the test stansac which
mdicates that there 1s sipnificant difference and the null hypothesis should
be rejected. The value which separates the entical region and acceptance
region is called the Critical value.

9.5 One - Tailed and Two - Tailed Tests

Let us consider a null hypothesis and alternative hypothesis for testing the mean (u) of a
population as follows,

H: g=p, and H: g <y
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In this case we will reject H, only when the test statistic 1s significantly less than . Thus
rejection occurs only when the test statistic is taken a significantly low value in the left
tail of'its distribution, This is called a left tailed test.

Critical Value

Critical Reglon

A

Acceptance region

Fig. 9.2 - Left tailed test
Now consider the following null and alternative hypotheses

H: =, and H: u>y,
Inthis case we will reject H, only when the value of the test statistic is significantly more
than g, . Thus the rejection occurs only when the test statistic 1s taken a significantly

high value in the right tail of the distribution. This s called a right tailed test.

Critical Value

Acceptance
region

Critical Region

-

Fig. 9.3 - Right tailed test

In left tailed and right tailed tests, the rejection occurs only on one tail. Hence each of
them is called a one tailed test.
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Finally consider the following hypotheses,
H: yu=p andH: u=y,

In this case we have to reject H, inboth cases, whether the value of the test statistic
significantly less than or greater than u. . Thusthe rejection occurs on both tails. Therefore
this case 1s called a two tailed test.

Critical Value Critical Value

Critical

Critical :
region

region

N

Acceptance
region

Fig. 9.4 - Two tailed test

A One — tailed test indicates that the null hypothesss 1s rejected when
the value of the test statistic is in the ctitical region on one side of the
crtical value. A one taied testis cither a right tatled test or a left tatled
test.

A Two—tailed test indicates that the null hypothesis 13 rejected when
the value of the test stansticss m cather of the two critical regions.

The five steps to hypothesis testing

We have already discussed some basic concepts concerning the testing of hypothesis.
A sample is selected tor estimating the population parameter. Sample statistic is com-
puted from this sample and is used to estimate the population parameter. A systematic
procedure needs to be adopted for the testing of the hypothesis concerning the esti-
mated value of the parameter. Here is a description of the five steps of a statistical
hypothesis testing.
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Step 1 State the hypotheses.

Step 2: Determine the appropriate test statistic.

Step 3: Set the level of significance and the critical region.

Step 4 Compute the test statistic using the sample data provided.
Step 5: Make a decision.

Step 1: State the hypotheses

We begin the test procedure by stating the null and alternative hypotheses. A null hy-
pothesis (H, ) is a hypothesis which is tested for a possible rejection under the assump-
tion that it is true. Theoretically a mull hypothesis is set as no difference. It is to be noted
that the only reason we are testing the null hypothesis is because we think it is wrong.
What is wrong about the null hypothesis is called an alternative hypothesis (H. ). That is,
alternative hypothesisis the negation of null hypothesis.

Step 2: Determine the appropriate test statistic

After setting the hypotheses, we have to decide on an appropriate statistical test that
will be used for statistical analysis. The statistic used for the analysis is the test statistic.
The success of the test depends on the selection of the best test statistic.

Step 3:Set the level of significance and the critical region

To set the criteria for decision making, we state the level of significance ( & ) for a test.
Usually it istakenas 0.05 or 0.01. It is very important that the level of significance must be
determined betore we draw samples, so that the obtained result 1s free from the choice
bias of a decision maker. Then we establish a critical region. The critical region is the area
under which the value of the test statistic falls; here we take decision to reject H,

Step 4: Compute the test statistic
In this stage, sample data are collected and the value of the test statistic is calculated.
Step 5: Make a decision

The decision 1s made using the value of the test statistic. Ifthe test statistic falls in the
critical region, we take decision to reject H . Ifthe test statistic falls in the acceptance
region, we take decision not to reject H,
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- 0724 1. Whatisa statistical hypothesis?
2. Giveanexample of a null and an alternative hypothesis.

Explain the two types of errors occurring in testing a statistical
hypothesis.

4.  Explain the terms-Significance level, critical region and power of a test.

Brietly explain the steps in a statistical test procedure.

6. Mention the difference between one tailed and two tailed tests.

9.6 Tests of significance of single mean

Consider a population having mean p and standard deviation o . When the test is about
the population mean, the test can either be Z — test or t — test.

Step 1: Formulate the hypotheses

The first step in a statistical testing of hypothesis is to formulate the hypotheses. Let u,
denotes the claimed population mean. Then the null hypothesis is,

H: u=u,
The alternative hypothesis is any one of:
H . pu# u, (two—tailed test)

H . g > i, (one—tailed test)

H . u <y, (one—tailed test)

Step 2: Determine appropriate test statistic

For testing the mean of a population, we use Z — test or t — test under various conditions.
(a) Z-test

The test is known as Z — test, since we use the Z test statistic. The Z test statistic follows
a standard normal distribution. 1e, a normal distribution with mean 0 and standard de-
viation 1.

The following are the cases in which we use the Z — test for testing a single population
mean.
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Case 1: The population standard deviation is known and the population follows normal
distribution.

Case 2: The population standard deviation is known and the sample size nis greater
than 30 (large sample). The population need not be normal.

Case 3: The population standard deviation is unknown, the population is normal and
the sample size nis large (n is greater than 30).

Let  bethe mean and s the standard deviation of a sample of size n taken from the
population. The Z — test statistic for testing the hypothesis of a single population mean
is described below.

In case 1 and case 2, the Z — test statistic is,

Z — x__#l:)
a

Jn
Where Z follows N(0, 1).
In case 3, the Z —test statistic is,

Z — x__#l:)

S follows N(O, 1).
#

Step 3: Deciding the level of significance and critical region

After deciding the appropriate test statistic, the level of significance, e 1sto be fixed.
The commoenly used level of significance s either 0.05 or 0.01.

Now we decide the critical region. The critical region 1s defined in terms of the test

statistic. The following table shows the critical region 1n various situations.

Alternative hypothesis Critical Rigion
Two —tailed H: u#u, FZ2Z,;
Right —tailed H: u>p,
| Zi=Z;
Left —tailed H: u<uy,

Table 9.2 - The Critical regions for Z - test
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The value of Zg and Z , are determined from standard normal table such that the

2

significance level is ¢ .
ie. P{|Z|2ZQJ:C‘ and P(Z 27 )=«

.- Z . .
The critical value of ™ 2 and £, for various significance level are,

Critical values of

Significance level

a =001 2.58 2.33
o = 0.05 1.96 1.645
Table 9 3 - The Critical values for Z - test

Step 4: Compute the test statistic

Now consider the sample data and calculate the value ofthe test statistic.

Step 5: Make decision

The next step is to make the decision based on the values of the test statistic. It the
value of the test statistic lies in the critical region, take decision to reject H,. Ifthe value
of the test statistic does not lie in the critical region, take decision not to reject H . If we
reject H,, we say the test value is significant.

lllustration: 9.1

Tllustration

The lengths of metal bars produced by a particular machine
are distributed with mean length 420 cm and standard
deviation 12 cm. The machine is serviced, after which a sample
of 100 bars are sclected. The sample gives a mean length of
423 cm. Ts there evidence, at 3% level, of the change 1n the
mean length of the bars produced by the machines?

Solution:
Let X denotes the length of the bars produced by the machine. It is given that X is
distributed with mean, u =420 ¢cm. and standard deviation ¢ =12 cm.

We can perform the test procedure with the following steps.
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1. State the hypotheses.

Here the hypotheses are,

H,: u =420 (there is no change in the
population mean, 1)

H:u 2 420 (thereisa changein

the population mean)

2. Determine the appropriate test statistic

Here the sample size is 7 — {00 (large)
and the standard deviation ¢ is known.
So the test is Z —test with test

A )

a

#

statistic, follows N(O, 1)

3. State the level of significance
and critical region,

We perform a test with significance
level 0.05. Since, the alternative
hypothesis is

H 'y # 420, the test is a two — tailed

| Z = Z

Z

test and the critical region is,

We know that for ¢ = 0.05, “¢ = 1.99

So the critical region s, | Z [=1.96

4. Compute the value of the test statistic

Here,y =423, n=100and & =12
So the test statistic s,

423-420
S et B
Z = 2

V100

5. Make a decision

As|Z [=2.521.96, wereject H

and conclude that there is a change in

the mean length of the bars produced
by the machine.

g
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L Dlustration lllustration: 9.2

Fxperience has shown that the scores obtamned i a
particular test are normally distributed with mean score
70 and variance 36. When the test 1s taken by a random
sample of 36 students, the mean score 1s 68.5. Is there sufficient evidence,
at 5% level, that these students have not performed as expected?

Solution:
Let X denotes the score of a student. Then X is normally distributed with mean, p =70

and variance o2 =36,
The hypotheses are,
H: =70 andH: 11 <70.

Since the populationis distributed normal and the standard deviation is known, the test
18 Z —test with test statistic,

7 =7 follows N(O, 1).
o

i

We perform a test with level of significance ¢ =0.05.
Since the alternative hypothesis is H : u <70, the test is one — tailed test and the critical

Zz2Z,

regionis,

For ¢ =0.05, Z, =1.645, so the critical region is,

Z|=1.645,

Herey — g8 5.7 — 36 and ¢ — 6, so the test statistic is,

68.5-70

==
36

Z -1.5

As | Z |=1.5 <1.645, we can decide: do not reject H_ (accept H ) and can conclude
that at 5% level the student have pertormed as expected.

lllustration: 9.3

‘The mean weight of a sample of 100 students 1 52 kgs.
with standard deviation 3 kgs. Can 1t be considered as a
sample taken from a normal population having mean
ereater than 50 kgs. at 1% level of significance?
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Solution
Let X denotes the weight ot 'a student. Suppose X is normally distributed with mean p.
The hypotheses are,

H:u=50andH :p>50.
It1s given that . =52, s =3 and # — 100.
Here the population is supposed to follow normal distribution and the standard devia-
tion ofthe population is unknown. So the test 1s Z — test with test statistic,
Z _ x_ - #I)

S follows Ny0, 1)
"

The level of significance is ¢ =0.01.
Since H,: p > 50, the test is one — tailed with critical region, | Z |~ Z
For ¢ =0.01, Z _=233. Sothe critical region s, | Z | >2.33.

The value of the test statistic is,

52250

=
J

100

As |Z| = 6.67 > 2.33, we decide to reject H . So the conclusion is that the average
weight of the students is greater than 50 kgs at 1% level of signiticance.

When the population standard deviation is unknown, the Z — test is not normally used

Z =6.07

for testing, involving means. A different test, called t —test is used in this situation. The
test 1s known as t — test since we use the t —test statistic, which follows the student’s t
distribution. The t —test is used for testing the mean of a single population under the
following conditions.

1. The population follows normal distribution.

2. The population standard deviation is unknown, but the sample standard deviation
s is known.

3. The sample size, 72 is small (# less than 30).
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Thet —test statistic s,

X - £
5

I =
n-1
This test statistic follows t distribution with degrees of freedom #— 7.

The following table gives the critical region in various situiations.

Alternative hypothesis Critical Rigion

Two —tailed H]; JIENIH \£|= rf
Right —tailed H: u>up, 1t 21t
Left — tailed Hlj 1< i

Table 9.4 - The Critical regions for t - test

The critical value of rf and ¢, are determined from t — table such that the significance

level 13 ¢y .

ie, P{“ |2f.-x]:a and P (t 21, )=«x

For one tailed tests, find the ¢ level at the top row of the table and find the degrees of
freedom by locking down the left end column.

A Illustration

lllustration: 9.4

Sixteen ol tins are taken at random from an automatic filling
machine. The mean weight of the tms 15 14.2 kg, with a
standard deviation of 0.40 kg. Can we conclude that the
Hllmgmachme 1s wastmng oil by Hlmg more than the meended
weight of 14 kg, at a significance level of 5% (Assuming
normality).

Solution:
Let X denotes the weight of otl in a tin. Then X follows a normal distribution with mean
u and standard deviation o (unknown). The hypotheses for testing are:

H:pu=14kgandH u>14kg.
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Here the population standard deviation is unknown and sample sd, s is known. So the
test 18  fest with test statistic,

X — 4
1= follows ¢ N
5 (n-11

n—1

The test 1s one —tailed with significance level 5%. The critical region i,

t|>#,.From
t — table with degrees of freedom, » — 7 — 15, £, —1.7530. So the critical region

becomes, |# |+ 1.7530.

Given that,  =14.2 kg, s=0.40 and n= 16. The test statistic s,

14214
T 040

J15

Conclusion: As |7 | — 1.936 = 1.7530, the tabled value, we take decisionto reject H.

So we conclude that the filling machine is wasting oil by filling more than the intended
weight of 14 kg.

(’ lllustration: 9.5
P Five readings of the resistance in ohms, of a piece of wire

i gave the following results,

1.51, 1.49, 1.54, 1.52, 1.54

=1.936

Tt the wire was pure silver, its resistance would be 1.50 ohms.
Lf it was impure, the ressstance would be mereased. ‘lest at
5% level, the hypothesis that the wire is pure silver. (Assume
that the resistance follows a normal distribution)

Solution

Let X denotes the resistance in ohms of a piece of wire, Assume that X is normally
distributed with mean 1 and standard deviation & .

The hypotheses for testing are:

H,: p=150chmsand H : u>1.50 ohms.

The test is one — tailed with significance level, &« =0.05.

Here the population is normal and sd, ¢ 18 unknown also we are given a sample of
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size, =5 (small sample). So the test is t- test with test statistic,

[ = ﬁ tollows £, _;
Jin-1 |
were s 1s the sample standard deviation,
The critical region s, |7 =7,
Fromt - table with degrees of freedom, 72— | =4, the critical valuesis 2.132. So the

critical region becomes |7 |+ 2.132.

From the sample data, we have

x 76 x’ ; 553 .
D 2 /Z__(x—y:\/ﬁ_a_sz)-:o.019
n 5 n 5

Now the value of the test statistic 1s,

1.52-1.50
{ —W—Z.IOS

Ja

Conclusion: As |t |— 2.105 < 2.132, the tabled value, we take decision to do not

reject H (accept H ). So the conclusion is that, at 5 % level of significance, there is not
sufficient evidence that the wire is impure, the wire can be considered as pure silver.

Tllustration .
l‘? lllustration: 9.6
[ . -
A random sample of size 16 has 53 as mean and the sum of

squares of the devianons taken from the mean 1s 150, Can

the sample be regarded as taken from a normal population
with mean 562 (Significance level 1s 5%
‘.

Solution:
Let p be the mean of the population. The hypotheses are:
H zz=56andH: =56

Here the population standard deviation is unknown and sample sd, s 1s known. So the
test 18 £ fesi with test statistic,
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tollows £, _;

i =1
The test is one —tailed with significance level, ¢ = 0.05. The critical region s,

(=1,

-
2

Fromt - table with degrees of freedom, n— 1 =15, the critical values is 2.132. So the
critical region becomes |/ | »2.132.

From the sample data, we have

¥ =53and ) (x —%)* =150

. x -1y
So, §° _20F) g
7

The test statistic 18,
533-56
{———=-379
9375
15

Conclusion: As |7 |=3.79>2.132, we take decision to reject H . So we conclude that

the sample can not be regarded as one from a normal population with mean 56.

J\Eﬁiyijﬁyj

‘lake a simple random sample of size 30 plus two students
your school. Using this sample , estimate the average mark in
Lnglish for ther Plus One examination.lest this average mark
using another sample of size 20 from this population.

of'a population?

2.  Givethe conditions, under which t — test is used for testing the mean
of a population?
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L

A company 1s engaged in the packing of a superior quality tea in jars
of 500gm each. The company 1s of the view that as long as the jars
contains 500gm of tea, the process is under control. The standard
deviation of the process is 50gm. A sample of 225 jars 1s taken at
random and the sample average is found to be 510 gm. Has the
process gone out of control at 5% level of significance?

4. Asample of size 400 was drawn and the sample mean found to be
99. Test, at 5% level of significance, whether this sample could have
come from nermal population with mean 100 and variance 64.

5. A manufacturer of a new motorcycle claims for it an average mileage
ot 60 kn/litre under city conditions. However, the average mileage
in 16 trials is found to be 57 km, with a standard deviation of 2 km.
1s the manufacturer’s claim justified at 1% level of significance?
{ Assume normality).

9.7 Tests for significance for equality of two

population means (Z - test)

In this section, we will discuss the difference in mean from two samples taken from two
populations. On many occasions an investigator wants to compare two means taken
from two different samples from two populations. For example, an investigator is ana-
lyzing the difference in consumer satisfaction for a particular product in two cities,
Thiruvananthapuram and Chennai. In order to accomplish this, the investigator collects
two different samples from the two cities, obtain the sample means and then compare
these two means. Finally, he draws a conclusion about the population means based on
the inference obtained from the sample means.

Suppose p, and ., are the means of the two populations, the standard deviations are
o and o, .
The null hypothesis used for testing 1s,
He w=u,
The alternative hypothesis is any one of the following

H g # 1, (two—tailed test)

H.: 4, > i, (right —tailed test)
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H . g < g, (lefi—tailed test)

The formula for Z — test statistic for comparing two population means 1s,

(=X (- )
L =
0-_124_ O-'—’E
noon,

Where Z follows N(O, 1) and x|, x, are the means of samples taken from the two

populations.

Under the hypothesis H, s true, the test statistic becomes,

The critical region and critical values as described in tables 9.2 emd 9. 3.

The following are the assumptions for applying the Z — test for testing the equality of
means for two populations,

1. Both samples taken from the populations are random samples.
2. The samples must be independent to each other.

3. The standard deviations ot both populations must be known and it the sample
sizes are less than 30, the populations must be normally distributed or approximately
normally distributed.

It both samples are large and the population standard deviations are unknown, we can
approximate the standard deviations by the sample standard deviations. In this case the
test statistic becomes,
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 ff Tlustration lllustration: 9.7

| A random sample of size 100 15 taken from a normal
f,——j population with vanmance 4. "The sample mean 15 38.3.
'-& Another random sample of size 80 is taken from a normal
populaton with varmance 30. The sample mean 1s 40.1. Lest,
at 5% level, whether there 13 a significant difference m the
population means.

Solution:

Let u and u, be the means and o, and &, be the standard deviations of the two
normal populations. The hypotheses for testing are,

H t =, andH gy # 41,

It1s given that,

n,=100, x, =383, o,> =40 and
n,=80, x,=401, 0. =30.

The test statistic 18,

The test is two tailed with significance level 0.05. The critical regionis | Z |>=1.96
Here the value of the test statistic is,
(383-40.1)
40 30
_l’_
100 80

Z =-2.04

Conclusion: As | Z |=2.04 > 1.96 , wereject H and conclude that there is a difference
in population means at 5% level.

€ Failaall llustration: 9.8
| In order to make a survey of buying habits, two markets A
and B are chosen at two different parts of a aty from Kerala.
400 women shoppers were chosen at random from Market
AL Therr average weekly expenditure on food 1s found to
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be Rs.750/- with a standard deviation of Rs. 40/-. These
figures are Rs. 660/ - and Rs. 55/ - respectively in the market
B tor a sample of 500 women shoppers. Test at 1 %6 level,
whether the average weekly food expenditure for the two
population of shoppers are equal.

Solution:

Let p, and p, be the means of the two populations of shoppers. The hypotheses are
H: g =g andH: 1 = p,

Tt is given that,

n,=400, x, =750, s, =40 and

n,= 500, X, =660, s, = 55.

Since the samples are large and the population standard deviations are unknown and
sample standard deviations are known, the test statistic 1s,

Here the test is two tailed with significance level, 0.01. So the critical regionis | 7 > 2.58
The value of the test statistic is,

5 (750-660)

40°  55°
400 500

=28.39

Conclusion: As | Z |=28.39 > 2.58, we take decisionto reject H . The conclusion is
that there is significant difference between the average weekly food expenditure of the
two populations at 1% level of significance.

A Iiustrati .
t lllustration: 9.9
i ‘The same test was given to a group of 100 scouts and to a

j-

[ group of 144 guides. The mean score for the scouts was
i 27.53 and the mean score for the guides was 26.81. 'The

standard deviations of scores of the two populations of
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scouts and guides were 3.48 and 2.52 respectively. lest using
a 5% level of significance, whether the scout’s performance
was better than that of the guide’s. Assume that the scores

are normally distributed.

Solution:
Let u, and p_be the means the two populations of scouts and guides respectively. The
hypotheses for testing are

H: g =g andH : 16 > g,

It is given that

n =100, ¥, =27.53, 5,=3.48 and
n,=144, x, =2681, g, =252,

Since the population is normal and standard dewviation of the populations are known,
the test statistic 1s,

Here the test 18 one — tailed with significance level 0.05. The critical region 1s
| Z | = 1.645.

The value of the test statistic is,

(27.53-26.81)

(348)°  (2.52)
100 144

Z = =1.77

Conclusion: As|Z|=1.77>1.645, we take decision to reject H,. So the conclusion is
that at 5% level of significance, the performance of scouts are better than that of guides.

7 Know your progrese

Which test statistic 18 used to test the equahity of means of
two normal populations?

2 Asurvey found that the average hotel room rent i New
Delhiis Rs. 1015/- and the average room rent in Mumbai
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18 Rs. 1020/-. Assume that the data were obtained from
two samples of 50 hotels each and that the standard
deviatons of the populations are Rs. 15.62/- and Rs.
14.83 /-, respectively. At o = .03, can it be concluded
that there 1s a significant difference m the rent rates?

9.8 Chi - square test for independence of attributes

When data can be tabulated in tabular form of tfrequencies, several types of hypothesis
can be tested by using chi — square tests. One of them 1s the test for independence of
two attributes.

In many situations, an investigator might be interested in finding the relationship between
the two variables or to check whether they are independent of each other. For example,
a motor cycle manufacturing company may be interested in knowing whether the
purchase of motor cycle 1s independent of the customer’s age or whether it is dependent
of the customer’s age. Another example, an educationalist may be interested in testing
whether the language ability and mathematical ability ot school students are independent
or not.

When the observations are classified on the basis of two variables and arranged in a
table, the resulting table is referred to as a contingency table.

The following is a contingency table showing the observed frequency on two variables

XandY. Variable X
X X, X . . . X, |Row Total
Yl Dll 012 013 Olk Rl
Yz 0y | On | O Qs Rz
Y3 O3 | Os | Ox O3 Rs
-
1)
=
®
o
2
Y; Oy [ 02 | O Ojk R
Column
C C C . . . G

Table - 9.5 - Contingency table
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The observation in each column represents the frequency of observations that are com-
mon to the respective row and column. The row totals are denoted by R , R, ... and
column totals are denoted by C, C,, ... When we add the row total or column totals,
we get the total frequency N. For applying the chi —square test, 1t is very important to
determine the expected frequencies under the assumption that the two variables are
independent.

The calculation of expected frequencies.

The expected frequency of the 1j ™ cell, denoted by £ ; is obtained as,
R, xC

i T

Where 12, — Row total of the i " row,

'

¢ .— Column total of the j " column,
N —Total frequency

Row total x Column total

Expected frequency of any cell =
Total frequency

For example,

I = Lo =2 B =23 et
" N e N E N

Now the expected frequency can be placed in the corresponding cells along with the
observed values as shown below;,

Variable X
Xy X% Xs ) . . X, Row Total
Yl 01]. {Ell} 012 {EIZI 013 {E13} Olk{Elk] R].
Yz 051 (Ezy) | O32(Ezp) | Oz (Eps) Oy {Ed Ry
Y3 03]. {E3l} 032 {E32} 033 {E33} DBk(Eik] R3
@
5
5
B
Yi O (Eq) | OlEp) | OB Oy (Eji R;
Column
T C. C. . . . C

Table - 9.6 - Contingency table along with expected fregquencies
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For a better understanding in the determination of expected values, consider the fol-

lowing ilhustration.

A researcher wishes to determine whether there is a relationship between the hospital
and the nature of patient infections. A sample of 400 people is selected from two hos-

pitals Aand B, the following data are obtained.

No of patients infected by

Hospital Surgical Pneumonia Blood stream
A 100 80 20
B 50 120 30

This is a contingency table with 2 rows and 3 columns; itis called a 2 X 3 contingency
table. The observed values are O, =100, O, =80, O =20, 0,=50, 0,,=120 and
0_.=30. For finding the expected values, first find the sum of each row and column and

tind the grand total as shown in the table.

Hospital

No of patients infected by

Surgical

Pneumonia

Blood stream

Row total

100

50

80

The expected values of each cell can be calculated as,

_ R x(C,  200x150

L, 75
NT

jo = RixCy 2005200 oo
N

5 _RixCo_ 200450

B N

20

30
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L R,xC, 200x150

F, 75
1N 400
g _RuxC, 200200 o
Y 400
" 5
jr, = RoxCy 200650
TN 400

Now the completed contingency table along with expected values as shown below

table

No of patients infected by

Hospital Surgical | Pneumonia | Blood stream |Row total

A 100(75) | 80(100) 20 (25)

B 50 (75) 120 (100) |  30(25)

The Chi - square test statistic

The test statistic for testing the independence of attributes is

5 O-FEY
pox @b

This test statistic follows a Chi-square distribution with degrees of freedom
(No. ofrows —1) x (No. of celumns —1). The reason for this formula for degrees of
treedom is that all the expected values except one are tree to vary in each row and each
column. In the above illustration the d fis (2 — 1) x (3 — 1)=2 as there are 2 rows and
3 columns. The chi —square test statistic 1,

. : —75)° i 2 2 2
- (100-75)" (80-100)° ~ (30-25)
75 100

=26.67
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The critical region

The critical region for testing the chi — square test of for independence is,

Where the value of y,° (known as the tabled value) can be determined from chi—

square table with respective degrees of treedom and level of significance ¢ , such that,
P(r'zx)= o
We are rejecting the test of independence ifthe y* test value greater than the tabled

value.

Now the test procedure can be summarized as follows,

Step 1: Formulate the hypotheses
The hypotheses tor testing the independence of attributes can be stated as tollows.

H:  Theattributes are independent.

H: The attributes are not independent.

Step 2: Determine the test statistic.

The test statistic 18,

5 O-FEY
pox @b

With degrees of freedom (R — 1)< (CC — 1), where R is the number of rows and C is the
number of columns.

Step 3: Decide the level of significance and critical region

The level of significance ¢ is commonly taken as 0.05 or 0.01.
The critical regionis y* = y_°

Step 4: Calculate the test statistic
For calculating the test statistic, we have to consider the observed values and to compute
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the expected values as explained previously. Then compute the contingency table and
the value of test statistic can be determined by the formula,

. < (O-EY
R E)

Step 5: Make the decision

We make the decision to reject H ifthe calculated value of'test statistic is greater than
the tabled value.

ieif, y22y.°
Take decision to reject H if ° > .°.

Tllustration

lllustration: 9.10

A doving school exammed the result of 100 candidates
who were taking their driving test for the first time. They
found that, of the 40 men, 28 passed and out of the 60
women, 34 passed. Do these results indicate, at the 5%% level
of significance, a rcdattonship between the sex of the
candidate and the ability to pass first time?

Solution:
The results of the driving test given can be summarized as given in the following table.
Result
Sex Total
Pass Fail
Male 28 1 40
Female 34 26 60

Thisis a 2 X 2 contingency table.
We have to test the hypothesis

H_: The sex of the candidates and ability to pass first time are independent.
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The alternative hypothesis is

H : The sex and the ability to pass first time are not independent.
For testing the independence of attributes, we usethe y* test. The test statistic is,

©-E)y
E

x=2

This follows a y* distribution with degrees of freedom, (C — 1)(R — 1), where, C is

the number of columns and R, the number of rows. Here, C =2 and R =2. So the
degrees of tfreedomis 1 x 1=1.

The critical regionis y* = y_°

Forlevel of significance ¢ =0.05 and degrees of freedom 1, the critical region becomes,

7° = 3.84,i.e., wereject the hypothesis of independence if the calculated value of

;52 > 3.84,

The expected values are calculated as follows.

L A0X62 e A8
100 -
60% 62 6038
- =372 and E. = 22228 008
27 00 R T

Now the completed contingency table along with the expected values s,

Sex Result

Pass Fail Total
Male 28 (24.8) 12(15.2) 40
Female 34(37.2) 26(22.8) 60

The value of the test statistic is,
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o (28-2487 (12-1527 (34-372) (26-228)°
24 8 15.2 37.2 228

1.81

As y* =1.81 <3.84, thetabled value, we take decision to accept H.. So the conclu-
sion 1s that the sex of the candidate and the ability to pass first time are independent.

A Illustration

lllustration 9.11

The following table gives the classification of a sample of

150 people accordmg to thetr eye colour and hair colour.
Fxamine at 5% level of sisnificance, whether the two
attributed arce associated.

Hair colour
Eye Colour Total
Fair Brown Black
Blue 15 5 20 40
Grey 20 10 20 50
Brown 25 15 20 o0
Total 60 30 60 150
Solution:
The hypotheses are,

H,: The eye colour and hair colour are independent.
H.: The eye colour and hair colour are not independent.

We are given a 3 X 3 contingency table.

For testing the independence of attributes, we usethe y° test. The test statistic is,

2 O-EY
FeE

This followsa y»* distribution with degrees of freedom, (R — 1)< (C’ —1), where, Ris
the number of rows and C, the number of columns. Here, C =3 and R =3. So the
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degrees of freedomis2x2=4.

The critical regionis y* = y_°

For significance level o« =0.05 and degrees of freedom 4, the critical regionis, y* >9.5

The observed frequencies are given in the table and the expected frequencies can be

calculated as follows.
40x60 40x30
= =lo £, = :8, ‘13
150 ' 150
J41:50x60:201 JMZSOXJO:.IO
- 150 T 150
,3]:6QX60: , ‘_32:6(.)><30:12 3
150 150

2a

_40x60 _
150
_50x60 _
150
. _60x60
150

The completed contingency table along with expected frequency is,

Eye Colour Hair colour Total
Fair Brown Black

Blue 15(16) 5(8) 20(16) 40

Grey 20(20) 10 (10) 20 (20) 50

Brown IS M) 512 200424) 60

Total 60 30 60 130

The value of the test statistic is,

A 5_16) o2 a2
._(5-16° (5-8°  (20-24)

=3.6

16 8

As y* =3.6<9.5, thetabled value, we take decision to accept H . So the conclusion

1s that the two attributes, eve colour and hair colour are independent.
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77 Know your progres®

Which 1s the mull hypothesis used when we are testing the
independence of attributes?

2.  How can we find the expected frequency of a cell in a contin-
gency table?

Give test statisticused in the test for independence of attributes.

4. What is the critical region of the test for independence of at-
tributes?

5.  How can we determine the degrees of freedom of chi — square
statistic?

6.  Givethe test procedure for testing the independence of attributes?

%%,.
R et us conelude

Statistical inference is the branch of Statistics that deals with uncertainty in decision
making and provides a basis for making scientific decisions. Statistical inference is based
on estimation and hypothesis testing. Testing of hypothesis 1s the soul of statistical
inference. The testing of hypothesis deals with the methods for deciding either to accept
or reject a hypothesis based on a sample taken from the population. A statistical
hypothesis is an assumption made about the value of a parameter or the form of
distribution. The testing process includes two types of hypothesis —null and alternative.
Based onthe alternative hypothesis, the test is classitied as, one — tailed test and two —
tailed tests. We select an appropriate test statistic for testing H, against H, using samples
taken from the population. We set a specific significance level and decision making
criteria. The area of the test statistic is divided into two — the rejection region and
acceptance region. The rejection region is termed as critical region.

In this chapter we discuss the various steps in a statistical test procedure. The various
methods for testing the significance of the mean of a single population — Z- testand t -
test, the equality of means of two population means using Z — test and the procedure for
testing the independence of attributes using chi — square test are explamed in this chapter.
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(@) Lab Activity

1. Data onthe number of tomatoes per plant on two varieties are given below.
Test whether the mean of the two varieties are equal. (Signiticance level is
0.05)

Variety A 6 8 10121214 11 6 8 9 14 13 7 8 10 12
4 157 8 1316 9 10 13 14 13 14 14 9 1]

Nty B oS DR T AR D e el e A ko
e N4 14 &9 12 15 09 12 10 1315 g

2. The following are two samples taken from two populations with variances
6.76 and 7.34 respectively. Test whether the populations have the same
mean at 1% level of significance.

A 10 1215181315 16 6 1516 14 18 12 14 18

By 85 @ @9 9@ 12l 1o & & 9 10 11 7

Lat

—

=
I=

5 @SSESS

For Questions 1-14, choose the correct answer from the given choices.

1. Anassumption made about the value of a population parameter 1s called a:
a) hypothesis b) conclusion  ¢) confidence  d) significance
2. Null and alternative hypotheses are statements about:
a) sample statistics
b) population parameters
¢) sample parameters

d) sometimes population parameters and sometimes sample parameters

g
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The null and alternative hypotheses divide all possibilities into:

tad

a) two sets that overlap b) two non — overlapping sets
¢) two sets that may or may not overlap
d) as many sets as necessary to cover all possibilities
4. Which of'the following is true of the null and alternative hypotheses?
a) exactly one hypothesis must be true
b) both hypothesis must be true
¢) 1t is possible for both hypotheses to be true
d) 1t 1s possible tor neither hypothesis to be true
5. The torm of alternative hypothesis can be:
a) one -tailed b) two- tailed
¢) neither one-tailed nor two-tailed  d) one or two — tailed
6.  The hypothesis that an analyst is trying to prove is called the:
a) elective hypothesis b) alternative hypothesis
c) optional hypothesis d) null hypothesis
7. Two—tailed alternatives are phrased in terms of’
a) = b)<or> ¢) < or > dy=or =
8. Atypelerror occurs when:
a) the null hypothesis is incorrectly accepted when it is false
b) the null hypothesis is incorrectly rejected when it is true
c) the sample mean differs from the population mean
d) the test 13 biased
9. Inhypothesis testing, a type 11 error occurs when:
a) the null hypothesis is not rejected when the null hypothesis 1s true.
b) the mill hypothesis is rejected when the null hypothesis is true.
c) the mill hypothesis 1s not rejected when the alternative hypothesis 1s true.

d) the null hypothesis is rejected when the alternative hypothesis is true.

S e
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10. Thesumofvaluesof ¢ and £
a)alwaysup to 1 b) always up to 0.5
¢) 1s the probability of Type Il error  d) None of the above

11. Ifyou wishto test the claim that the mean of the population is 100, the appropri-
ate alternative hypothesis 1s:

a) y = 100 b) £ =100 ¢) (=100 d) g < 100

12.  Assume the chelesterol levels in a certain population have mean p = 200 and
standard deviation 24. The cholesterol levels for a random sample of n = 9
individuals are measured and the sample mean i is determined. What is the z—
score tor a sample mean ¥ = 1807

a)-3.75 b)-2.50 ¢)-0.83 d)2.50

13.  The null hypothesis for the chi — square test for independence is that the variables
are;
a) dependent b) related c)independent  d) always O

14, The degrees of freedom for the chi— square test for independence of attributes
is:
ayn b) (R -Dx{C -1)
cyn-1 d) none ot these

15. Define null and alternative hypotheses. Give an example of each.

16.  What is meant by type I and type II errors? What symbols are used to represent
their probabilities?

17.  When should a one —tailed and a two — tailed tests are used?

18. List the steps in statistical test procedure.

19.  Aresearcher wishes to test the claim that the average cost of tuition and fees at a
college 1s greater than Rs. 5700/-. He selects a random sample of 36 college
students and tinds the mean to be Rs. 5950/-. The population standard deviation
18 Rs. 6539/~ Is there evidence to support the claim at o =0.057

20. It is claimed by an agency that the average wind speed in a certain city is 8 miles
per hour. A sample of 32 days has an average wind speed of 8.2 miles per hour.
The standard deviation of the population 1s 0.6 mile per hour. At ¢ =0.05, 1s
there enough evidence to reject the claim?

gy
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21. The distribution ot blood pressure of female diabetic patients in a city has an
unknown L and sd, & =9 mmHg. 1t may be useful to doctors to know whether
the mean of this population 18 77 mmHg. A sample of 10 diabetic women is
selected. Their mean blood pressure is 84 mmHg. Using this information, con-
duct atwo tailed test at 5% level of significance.

22.  According to the Digest of Educational Statistics, a certain group ot preschool
children under the age of one year each spends an average of 30.9 hours per
week in non parental care. A study of state university center-based programs
indicated that a random sample of 32 infants spent an average of 32.1 hours per
week in their care. The standard deviation of the population is 3.6 hours. At ¢
=0.01, is there sufficient evidence to conchide that the sample mean differs from
the national mean?

23. Itisknown that, nationally, doctors working for health maintenance organizations
(HMOs) average 13.5 years of experience in their specialties, with a standard
deviation of 7.6 years. The executive director of an HMO in a state is interested
n determining whether or not its doctors have less experience than the national
average. A random sample of 150 doctors from HMOs shows a mean of only
10.9 years of experience.

a. State the null and alternative hypotheses to test whether or not doctors in this
HMO have less experience than the national average.

b. Using an alpha level of .01, make this test.

24, Tenindividuals are chosen at random from a normal population and their heights
minches are found to be 63, 63, 66, 67, 68, 69,70, 70,71 and 71. In the light
of this date examine the claim that the mean height of the population is 66 inches.

25. A medical investigation claims that the average number of infections per week at
a hospital is 16.3. Arandom sample of 10 weeks had a mean number ot 17.7
intections. The sample standard deviation is 1.8. Is there enough evidence to
reject the investigator’s claim at ¢ =0.057

26. The life span of a random sample of 10 electric bulbs was examined and the
mean and sd of life span were found to be 1190 hours and 10 hours respectively.
Do the data support the hypothesis that the life span of the particular brand of
bulbs is normally distributed with mean 1200 hours.

27. A physician claims that joggers’ maximal volume oxygen uptake is greater than
the average of all adults. A sample of 15 joggers has a mean of 40.6 mulliliters per

S e
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kilogram (ml/’kg) and a standard deviation of 6 ml/kg. If the average of all adults
18 36.7 ml/kg, is there enough evidence to support the physician’s claim at ¢ =
0.05?

28.  Aresearcher estimates that the average height ot the buildings of 30 or more
stories in a large city 1s at least 700 feet. A random ample of 10 buildings is
selected, and the heights in feet are shown. At o« =0.05, s there enough evi-
dence to reject the claim?

485 511 841 725 615 520 535 0635 6l6 3582

29.  The average local cell phone call length was reported to be 2.27 minutes. A
random sample of 20 phone calls showed an average ot 2.98 minutes in length
with a standard deviation of 0.98 mimute. At ¢ =0.05 can it be concluded that
the average differs from the population average?

30. A survey found that the average hotel room rate in New Delhi is Rs. 5380/- and
the average room rate in Mumbai is Rs. 4840/-. Assume that the data were
obtained from two samples ot 50 hotels each and that the standard deviations of
the populations are Rs. 312/- and Rs. 288/-, respectively. At ¢ =0.05, canit
be concluded that there is a significant difference in the rates?

31. Inorder to make asurvey of buying habits, two markets A and B are chosen at
two ditferent parts ot a city from Kerala. 400 women shoppers are chosen at
random in market A. Their average weekly expenditure on food 1s found to be
Rs. 750/- with a sd of Rs. 40/-. These figures are Rs. 660/- and Rs. 55/- respec-
tively in the market B for a sample of 300 women shoppers. Test at 1% level,
whether the average weekly tood expenditure of the two population of shoppers
are equal.

32, The average length of “short hospital stays”™ for men 1s slightly longer than that for
women. A random sample of recent hospital stays for both men and women
revealed the tollowing. At ¢ =0.01, is there suflicient evidence to conclude that
the average hospital stay for men is longer than the average hospital stay for

woimen?

Men Women
Sample size 32 30
Sample mean 5.5 days 4.2 days
Population standard deviation 1.2 days 1.5 days

g
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33, Electric bulbs manufactured by X and Y companies gave the following result.

Company X Company Y
No of bulbs used 100 100
Mean life time 1300 1272
Standard dewviation 82 93

Test whether there is any significant difference as the life span of the two markets
at 1% level of significance.

34, Someresearchers examined internet usage among college students in the United
States and in India. Usage was divided into two categories, for personal use and
course-related use. We compare average hours between the U.S. and Indian
studentsin the following table.

Course Work Hours Personal Hours
U.S. students - =176 ¥ =208
n= 149 5152 5= ]9
Indian students - =073 v =087
n =306 o= §$=078

a) Determine whether U.S. students have significantly higher internet use for
course work than Indian students. Test at the 0.05 alpha level.

b) Test whether there is a significant difference in internet use for personal use
between the U.S. and Indian students. Test at the 0.01 alpha level.

35,  Onethousand girlsin a college were graded according to their 1.Q and the eco-
nomic conditions of their homes. Find out whether there is any association be-
tween economic conditions at home and the 1.QQ of girls.

LQ
Econemic conditions High Low Total
Rich 100 300 400
Poor 350 250 600
Total 450 550 1000

(Given for degrees of freedom 1 and ¢ =0.05, y ° =3.84)

T e



B Testing of Hypothesis

36. Inan industry, 200 workers, employed for a specific job, were classified ac-
cording to their performance and training received/not received to test indepen-
dence of a specific training and performance. The data summarized as followed:

Pertormance Total
Good Not good
Trained 100 50 150
Untramed 20 30 50
Total 120 80 200

Use y° test ofindependence at 5% level of significance and write conclusions.

37 Theresult of a survey regarding radio listener’s preference for different type of
music are given in the table with listeners classitied by age groups. Test the hy-
pothesis that age and preference tor type of music are independent.

Age group
Typesofmusic 19-25  26-35 Above36  Total
National music 80 60 9 149
Foreignmusic 210 325 44 579
Indifferent 16 45 132 193
Total 306 430 185 921

gy



Chapter 10

Analysis of Variance

»q " e discussed various methods to

test the significance of single mean or
difference of two means in the last

chapter-Testing of Hypothesis. We can lcarner:

test whether the population mean i1s g  Explains and identifies the concept

After the completion ot this chapter, the

equal to a particular value or two of ANOVA,
populations have the same mean, by
using these methods. But there may be
situations where more than two ™
populations are involved and the need g Constructs ANOVA Table.
to test the significance of differences
among their means. For example, if a

m Categoriscs the types of vartations.

[dentifics causcs of variations.

m [Interprets the ANOVA Table,
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company has to study whether the six varieties of products marketed by the company
have equal demand in the market or not. Or if a researcher has to study whether four
different teaching methods have equal efficiency or not. Orifan agricultural researcher
has to study the efficiency of three fertilisers are significantly different ornot. Orifa
drug manufacturing company has to test whether the five ditterent drugs produced for a
particular disease are equally efficient or not etc.

In these situations we cannot use the t-test or z-test to test the hypothesis. In such
situations we can use another method, known as Analysis of Variance (abbreviated as
ANOVA). ANOVA s a statistical technique used to study the significant difference of
several means. In other words, ANOVA tests whether the 'k’ samples (k>2) can be
considered as having been drawn trom the same population. {or equivalently from ‘k’
populations having the same means.)

ANOVA 15 a statistical method to test the sigmificant difference of
several means.
The null hypothesis is therefore,
H, : The means are equal
Or  Hiop=uw=p=.... = U,
Consider the following example:

Let a company has three machines for packing. The packing time taken by the machines
is observed as follows.

Time Taken in Seconds

Machine A 4 3 5 4 4
Machine B 3 4 4 3.60
Machine C 6 8 8 5 7 6.8

In the above data you can see the average time taken by the machines is difterent, or
there is a variation between the averages. We can say Machine A and Machine B took
almost equal time on the average, but machine C took little more time tor packing.
From the average it is evident. Here we considered the variation between the sample
means to study the significance of ditterence of several means. In ANOVA also the
variations are considered.
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10.1 Types of Variations

seconds

Average
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In the above example we discussed the variation between the sample means. This can
be considered due to the variations of the efticiencies of machines. It is known as
variation hetween samples. One can see that the observations in each sample (here
the observations corresponding to each machine 1s considered as sample) is also different.
The minimum time taken by the machine A to complete the packing process is 3 seconds
and the maximum time taken 18 5 seconds. Similar variations are visible in the other
sample sets also. These variations are called variation within samples. The sum of
variation between samples and variation within samples is termed as total variation.

Toral variation = Variation berween samples + Variation within
samples
The null hypothesis is rejected when the variation between samples is high and variations
within samples are small. In ANOVA the ratio of these two variations is used as the test
statistic. We know that variations follow Chi-Square distribution and hence its ratio will
tollow F-Distribution.

10.2 Causes of Variations

Variation i1s inherent in every statistical data. There are various causes for variation.
Consider we are studying the effects of a particular tertiliser in an agricultural tield. The
yield obtained from various plots will be ditterent, even if we apply the same tertiliser in
a fixed dose to each plant. The causes of variations are impact of the fertiliser, efficiency
of the seed, influence of irrigation, tertility of soil, climate conditions, raintall, etc. Among
these, some components are controllable and measurable by the researcher. The effects
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of fertiliser and irrigation are examples. Whereas the effects of fertility of seil, climate
conditions, rainfall etc. cannot be controlled and measured by the researcher. Analysis
of variance (ANOVA) is developed on the assumption that the variation between
samples 1s due to the assignable causes and variation within the samples is due to
chance causes. Variation due to assignable causes is called Treatment Variations and
variation due to chance causes are known as Random Variation or Error Variation.

‘The causces or factors whose effects can be measured and controlled by
the researcher are called Assignable Causes and the causes or factors
whose effects are beyond the human control are called Chance Causces.

10.3 Assumptions of ANOVA

The following are the underlying assumptions in the use of ANOVA technique.
1. Normality

The population from which the various samples are selected are normally distributed.
2. Homogeneity

The populations from which the samples are drawn have the same variance.

3. Independence

The samples are independently drawn.

4. Additivity

The effects of varicus components are additive.

10.4 One-Way ANOVA

In aresearch one can apply any number of treatments in a single plot. For example,
suppose we have 12 showrooms for a company. Three different kinds of training

programs are conducted to four showrooms each. Four different advertisements are
given to three showrooms each as shown below.

Training —A Training— B Training — C

Advertisement — I X Xs X
Advertisement — I1 i X X
Advertisement —II1 X X X,
Advertisement — IV X X X,
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The increase in sales in the showrooms may be

, The methods of Analysis of
due to the effect of advertisements or due to the J

Variance were developedby R. A

ffect of traini he staff . .
effect of traiming programs conducted to the sta e oo 19205

or due to the effect of both. We can study
whether the advertisement patterns are equally
efficient or not and whether the various training
programs are equally efficient or not, using
ANOVA.

Similarly we can apply three treatments or
sometimes only one treatment for a plot. 1f we
apply only one treatment to a plot, thenit is called
One-way ANOVA. Analysis of Variance with
two treatments or factors at a time is called Two-way ANOVA. In our course we are
discussing the procedure for One-way ANOVA only.

In our previous example of packing time taken by machines A, B and C, we are
considering the efficiency of machines only. Therefore it is an example for One-way
ANOVA. The data is repeated below.

Time Taken in Seconds Total
Machine A 4 3 5 4 16 (T)
Machine B 3 4 4 11 (T,)
Machine C 4] 8 8 5 7 34 (T;)
Total 61 (G)

The step by step procedure for One-way ANOVA 1s given below.

Let we have ‘k’ treatments and i* treatment has applied on n plots. Then the total

number of plots=n +n,+n,+ ... +n_=N. (Inthe above example: k=3.n,
=4,n,=3andn,=5. Therefore N=4+3+5=12)

Step |

The null hypothesis is

H, : The means are equal
Or Ho:op=w=p=.... = U,
against the alternative hypothesis

H, : The means are not equal
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Step 11

: . G
1) Compute the Correction Factor, CF = ~

Where Gis the grand total.
2) Compute Total Sum of Squares, TSS = sum of squares of all cbservations — CF.
3) Compute Between Sum of Squares (SSB) or Treatment Sum of Squares (SST)

?:'_‘ .
SSB = Zn— —CI where T, the sum of observations in the i" sample,

n. is the number of observations in the i'" sample
4) Compute Within Sum of Squares (SSW) or Error Sum of Squares (SSE)
SSW =188 —SSB
Stept 111

Compute Mean Sum of Squares
Sum of squares

Mean sum of squares Degreesof freedom

Here  degrees offreedom for TSS=N-1
degrees of freedom tor SSB=k — 1
degrees of freedom for SSW=N -k

o SB
Theretore, Mean Between Sum of Squares is, M5B = 1
U lS‘AS‘W
Mean Within Sum of Squares is, MSW = ——
Step IV
Compute F ratio
. MsB
MSW

Here MSB and MSW are Chi- Square variates with k-1 and N-k degrees of freedom
respectively. Therefore F follows F — distribution with (k-1, N-k) degrees of freedom.

Find the value of /-, from the table for F — distributions for a given level of significance e .
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Step V
Draw the ANOVA Table.
The format of ANOVA Table is shown below.

ANOVA Table
Sumof Mean Sum
Source df Squares of Squares F r
(S8) (MSS)
Between Samples k-1 SSB MSB
(Treatment) '
Within Samples = % Fk-1.N-k})
? N-k SSW MSW
(Error)
Total N-1 TSS
Step VI

If computed Fis greater than 7 (1.e. F > F )for a given level of significance « , we
reject the null hypothesis, otherwise we accept H, .

A Illustration )
|¢ ? lllustration 9.1

The time taken in seconds by three different packing

_
LL'L machmes 15 given below Lest whether the machines are
equally efficient or not at 3% level of significance.
Time Taken (in Seconds)

Machine A 4 3 5 4

Machine B 3 4 4

Machine C 6 8 8 5 7
Solution
Here the mll hypothesis 1s:

Hyw=n=n,
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Time taken in seconds

Machine A 4 e 16 (T)
Machine B 3 4 4 11 (T 2)
Machine C 6 3 3 5 7 34 (T;;)

Total| 61 (G

Correction Factor, CF= —= EE3 =310.08

Total Sum ot Squares,

TSS =sum of squares of all observations — CF.
=(# +3 +5 +47+3 +47+ 4 +6°+8 +8 +5°+77)-310.08
=345-310.08
=3492

Between Sum of Squares, SSB = Z%: -CF
=(1 10 4 3y 510,833
=(64+4033+231.2)-310.08
=335.53-310.08
=2545

Within Sum of Squares, SSW =785 -SSB

=34.92 -25.45

Mean Between Sum of Square, MSB = 2=
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Mean Within Sum of Squares, MSW =2 — 94

NK 9
=1.05
MSE 12725
F e
MSH 1.05
=12.12
ANOVA Table
Sum of Mean Sum
Source df Squares of Squares F F, s
(SS) (MSS)
Between Samples 2 2545 12.725
(Treatment) 12.12 426
Within Samples 9 947 1.05
(Error)
Total 11 34.92
Conclusion

Since F > F_ we reject the null hypothesis at 5% level of significance. That is, the
treatment effects are signiticantly different. Or the machines are not equally efficient.

7 lllustration 9.2
i :\.' : Ve . . . . )
P I'he followmg table shows the yield obtained when four

| varieties of fertilisers applied in various identical agricultural

'J.L plots. Conduct an ANOVA to test whether the ethaencies
of the fertilisers are significantly different or not at 1% level
of significance.

Yield
Fertiliser I 12 14 14 11 13 12
Fertiliser [1 14 17 17 16 18 20 20
Fertiliser 111 13 10 12 12
Fertiliser [V 12 11 11 13 12 12
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Solution
Here the null hypothesisis H :p. =, p =p,

Treatment] 12 14 14 L1 13 12 76
Treatment 11 14 17 17 16 18 20 20 122
Treatment 111 13 10 12 12 47
Treatment 1V 12 11 & 13 12 12 71
Total | 316
Correction Factor, CF = g = S1& = 4341.57
! N 23

Total Sum ot Squares, TSS = sum of squares of all observations — CF.

=(12° +147 +14° + _+13° +12% +12°) - 4341 57
=4524 - 4341.57 =182.43

Between Sum of Squares, SSB = {T -

(L4124 4 4 20y 434157

3 5]

=4481.38-4341.57 =139.81

Within Sum of Squares, SSW =755 -S5B =18243-13981 =42.62

ean Between Sum of Square, MSB = % = 1228 =46 .60

Mean Within Sum of Squares, MSW =& =£8=7724

F — MESER _ AB60D

= s T na4

=20.80
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ANOVA Table
Sumof | Mean Sum
Source df Squares | of Squares IE F, .
(SS) (MSS)
Between Samples 9 139 81 46,60
(Treatment) 20.80 313
Within Samples _
19 42.62 2.24
(Error)
Total 22 182.43
Conclusion

Since calculated value F > [, we reject the null hypothesis. We conclude that the
treatment effects are significant.

Four different brands of drugs have been developed for the cure
of a certamn disease. These drugs were tried on 100 panents cach
at three different I Tospitals. The numbers of cases of recovery
from the disease are grven below: Carry out the analysis of vanance
to test the effectiveness of drugs and mterpret the results.

Hospital Drugs
A B C D
. 24 20 24 17
3 20 25 30 9
13 18 31 13

lllustration 9.3

‘The meomplete ANOVA table of a study 15 given below:
f_.‘ Complete the fields of the table and interpret the result.
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Sum of Mean Sum
Source df Squares of Squares -
(SS) (MSS)
Between Samples 5 . 12
(Treatment) :
Within Samples "6
(Error) - -
Total 24 -
Solution

Here the null hypothesis 1s Hool =1, === 1,
Given,
k-1=5N-1=24 SSW=76 and MSB =12

Degrees of freedom for between sum of squares =5

Therefore number of treatments = 6
N-1=24
N =24+1=25

Degrees of freedom within sum of squares=N -k —25-6=19
msp =28
k-1
_SSB
5
SSB —12x5 =60

1S5=SSB +S5SW =60+ 76=136
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MlS'W — LS LS W _ E _
N -k 19
P MSB _ 12 _
MSW 4
The ANOVA Table is
Sum of Mean Sum
Source dt Squares | of Squares F F, .,
(SS) (MSS)
Between Samples 5 60 12
(Treatment) 3 417
Within Samples 19 76 4
(Error)
Total 24 136
Conclusion

Here F<F , at 1% level of significance. Therefore we accept the null hypothesis.

{ Tnustratio .

Bl  |llustration 9.4

’ ‘The number of ecnmes reported per week due to the excess

'ET use of alcohol at five major cities were analysed during a
month and the followmg ANOVA table was obtamed.
Complete the table and write the inference.

Sum of Mean Sum

Source df Squares of Squares F F, o
(SS) (MSS)
Between Samples ) ) .
(Treatment)
Within Samples - -
(Error) ; ; 4.5
Total 15 1935
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Solution
The null hypothesis is

Hop=p=p=pn=u,
Givenk =3,
Therefore k-1=5-1=4
Form the table N- 1= 15
Therefore N=15+1=16
MSW=45

SSwW
N —k

=45

LSTLSTW
16-5

SSW
— =45
11

SSW=11x45

SSW=495
From the Table, 755=193.5

SSB+SSW=193.5

SSB=1935-8SSW=1935-495=144

MSE = SSB 144 144
k-1 5-1 4

=36

MSB 36
F= = =3
MSW 4.5
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Sum of Mean Sum
Source df Squares | of Squares IE F, .
Between Samples 4 144 36
( Treatment) 8 3.36
Within Samples 1 495 45
Total 15 193.5

Since the calculated value of F is 8, which is greater than the table value of F, we reject
the null hypothesis. So we can conclude that the number of crimes reported at various

cities are significantly different.

orphans at old age homes at different states of the country.
Complete the ANOVA table and write your conclusion.

Sum of Mean Sum

Source df Squares | of Squares F [
(SS) (MSS)
Between Samples _ - -
(Treatment) , -
Within Samples 19 : 59
(Error)
Total 26 553.8

& ELtLll [llustration 9.5
s A rescarcher analysed the efficiency of six management

strategies by applying them in 23 fields. The mean sum of
squares between samples and mean sum of squares withm
samples are 35.2 and 19.2 respectively. Compute the F
ratio and draw your mference.
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Solution
Given

MSB=352 MSW=192 k=6and N=23

F MSB 352
MSW 192

1.83

I, =281

Here /7< i, so we cannot reject the null hypothesis. Or we cannot consider that the
effects of the management strategies are signiticantly ditterent.

N Illustration )
Q ¥ lllustration 9.6

J
|

‘Lo study the significance of difference of the efficiencies
LL'L of four verities of seeds, an analysis of varance 13 conducted

at 14 plots. "The sum of squares between samples obtamed
13 173 and the sum of squares within samples 1s 123.
Compute the IY rato and write the mference.

Given SSB =173, SSW =123, k=4 and N= 14

SSP 173 173
MSB=—"= —= =
r—1 4-1 3 57.67

MST = SSW _ 123 _ 123 133
N —£& 14-4 10

F MSB 5767
MSW 123

=4.69

From the table for F-Distributions /<, =3.71

We cansee /> [, ‘We reject the null hypothesis. That means the efficiencies of the

seeds are not same.
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s
SR el conclide

ANOVA s a statistical technique which is used to test the significance of ditference of
several means. In ANOVA the variations between the samples and variation within the
samples are considered to arrive at a conclusion. There may be many causes for the
variations. The causes which are measurable and controllable are called assignable
causes and others are called chance causes. The ratio of the variations follows Snecors
F — Distribution. Ifthe ratio is more than a particular value, we reject the null hypoth-
esis. ANOVA has a wide use in Agriculture, Business, Education, Medical Science,
Psychology, Social Science, etc.

Let

For Questions 1-8, choose the correct answer from the given choices.

[C

SSESS

1. Analysis of variance 1s a technique used to test the..............
a) Variance b) Mean ¢) Covariance d) Correlation

2. The test statisticused M ANOVAis..................

a)Z b)t c) y° d)F
3. Thevariations due to assignable causes are called:

a) Random Variation b) Treatment Variation

c¢) Chance Variation d) None of these

4. In an ANOVA table SSB = 190 and MSB = 95, the number of treatments

2)2 b) 5 c)3 dy4

5.  If'the grand total of 25 observations arraged in 5 rows and 5 columns is 100. The
correction factorwillbe ... ..

a) 100 b) 50 ¢) 200 d) 400
6. Ifinan ANOVA, MSB=4, MSE 2, then the variance ratio F=----
a)2 b) 1/2 c) 8 d)4

e ey
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7. ANOVAisatechnique used fortesting the.............

a) Equality of two variances
¢) Equality of two means

b) Equality of two variances
d) Equality of several means

8. Inan ANOVA, treatment sum of squares = 30, No. of treatments= 3, find the
mean sum of squares due to treatments?

a) 90 b)10 c)15 d) 30
9. Write theuses of ANOVA,
10.  Distinguish between assignable causes and chance causes.
11.  Write the important assumptions underlying ANOVA.

12.  Inananalysis of variance the mean sum of squares due to the treatment and error
are 23.1 and 6.34 respectively. Whether the treatment effects are significant?
[Take o =0.05, df=(4, 17)]

13.  Five treatments are applied at 24 plots and the following values are obtained.
Sum of squares between samples =42
Total sum squares = 108.
Prepare an ANOVA table and write your conclusion.

14.  Four medical treatments are examined for its efficiencies at 18 patients. The sum
of squares due to treatments and the sum of squares due to error obtained are 67
and 45 respectively. Compute the F ratio and state your conclusion at 5 percent
level of significance.

15.  Anincomplete ANOVA table is given below. Complete the table and draw your

inference.
Sum of Mean Sum
Source dt Squares | of Squares F F, .,
(SS) (MSS)
Between Samples _ 63 _
(Treatment) 2.4 -
Within Samples ] : _
(Error)
Total 11 -

g



/

STATISTICS - XlI

16. A marketing manager practiced five marketing strategies and analysed the etfi-
ciency by using ANOVA. Complete the table and write the inference.

Sumof | Mean Sum
Source df Squares | of Squares IE F, .
(SS) (MSS)
Between Samples ; 54 -
(Treatment) . -
Within Samples 13 ) 54
(Error)
Total - -

17.  Aresearcher conducted an experiment to study the efticiencies of six fertilisers.
He applied different fertilisers at 22 fields and an ANOVA 1s conducted. The
incomplete ANOVA table is given below. Complete the table and write the

inference.
Sum of Mean Sum
Source df Squares | of Squares F [
(SS) (MSS)
Between Samples 120 _ ;
(Treatment) ) :
Within Samples _ _ 325
(Error)
Total - -

18.  The number of items sold at various outlets of a company is shown below. Con-
duct an ANOVA and test whether the sales at the outlets are significantly differ-
ent or not at 5% level of signiticance.

I - I
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Yield
Outlet ] 10 11 11 14
Outlet 1 11 13 10 e 2 L1
Outlet 111 14 14 15 14
Outlet 1V 11 13 8 8 12 12 13

19, Four printing machines were installed in a company. The manager inspected the
number of copies printed by each machine per ten seconds. It is given below.
Can you say whether the machines are equally efficient at 1 % level of signiti-

cance?
Yield
Machine A 21 22 2 24 20
Machine B 16 17 16 19 15 20
Machine C 18 20 16 14
Machine D 7 18 20 20 21




Chapter 11

Statistical Quality Control

: ionificant Learnine Quicomes
A]] companies, whether they s -5

manufacture products or provide  After the completion of this chapter, the
services understand that quality is  lcarncr:

essential for survival in the global g Identifics the definition of quality,
economy. Quality has an impact on statistical quality control and
almost all activities. For example, when statistical process control.
webuildahouse, inthe selection process g Distinguishes between chance
of electrical goods or sanitary item we causcs and assignable causcs.
look for quality products. Some other m Explains the concept of control
areas of interest include the design, charts for variables and attributes.
production, and reliability of our o Constructs control charts for
automobiles; services provided by variables and attributes.

hotels, banks, schools, retailers, and

telecommunication companies.
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11.1 Meaning of Quality

Quality has become one of the most important
consumer decision factors in the selection
among competing products and services. A

Dr. Walter A.
Shewhart (1891
-1967), called
the father of
quality control
analysis, developed the concepts of
statistical quality control{(SQC).

simple answer to questions such as “What 1s
quality?” or “What 1s quality improvement?”
are not easy. The traditional definition of quality
18 based on the viewpoint that products and
services must meet the requirements of those
who use them. We now consider two definitions ot quality.

(Quality means fitness for use.

There are two general aspects of fitness for use: guality of desigm and quality of
contormance. All goods and services are produced in various grades or levels of quality.
These variations in grades or levels of quality are intenticnal, and, consequently, the
appropriate technical term is guetlity of design. For example, all automobiles have as
their basic objective providing safe transportation ftor the consumer. However,
automobiles differ with respect to size, appearance, and performance. These differences
are the result of intentional design differences among the types of automobiles.

The quality of conformance is how well the product conforms to the specifications
required by the design.

Quality of conformance is influenced by a number of factors, including

¢ The training and supervision of the workforce

¢ The types of process controls

¢ Testsand inspection activities that are employed
The extent to which these procedures are followed

®  The motivation of the workforce to achieve quality

Quality 13 inversely proportional to variability.

This definition implies that if variability in the important characteristics of a product
decreases the quality of the product increases. Every product possesses a number of
elements that jointly describe what the user or consumer thinks of as quality. These
parameters are often called quality characteristics. Quality characteristics may be of
several types:
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¢ Physical: Examples arelength, weight, voltage, viscosity

®  Sensory: Examples are taste, appearance, color

®  Time Orientated: Examples are reliability, durability, serviceability

11.2 Quality Control

SQC methods canbe applied to two phases of manufacturing process.

1. Acontrol to be maintained during the process of manutacturing of articles, which
1s called process conirol. This 1s done through the inspection of samples collected at
regular intervals of production process.

2. Checking of'the quality of the manufactured product in respect of its acceptability.
This 1s carried out through the inspection of sample items, selected randomly from the
lot under consideration. Such sampling inspection plans are often termed as procict
control or accepiance sampling plans.

For the purpose of process control, Shewhart developed charting techniques and
statistical procedures for controlling in-process manufacturing operations. In this chapter
we will learn how to develop and analyze control charts, a statistical tool that 1s widely
used for quality improvement.

11.3 Statistical Process Control

Ifa productis to meet or exceed customer expectations, generally it should be produced
by a process that is stable. That is, the process must be capable of operating with little
variability around the target or nominal values of the products quality characteristics.
Statistical process control (SPC) 1s a powerful collection of problem-solving tocls useful
in achieving process stability and improving capability. Shewhart control chart is a graph
that show whether a sample of data talls within the chance or normal range of variation.

11.4 Variation and Causes of Variation

A process is the value-added transformation ofinputs to outputs. Theinputs and outputs
of a process can involve machines, materials, methods, measurement, people, and the
environment. Each of'the inputs 1s a source of variation. Variability in the output can
result in poor service and poor product quality, both of which often decrease customer
satistaction. Variation in the production process leads to quality defects and lack of
product consistency. Wise manufacturers understand this. Therefore, they introduce
programs those reduces the variability at all manufacturing facilities.
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Now let’s lock at the different types of variation. If you lock at bottles of a soft drink in
a grocery store, you will notice that no two bottles are filled to exactly the same level.
Some are filled slightly higher and some slightly lower.

Chance Causes of Variation

In any production process, regardless ot how well designed or caretully maintained it
1s, a certain amount of inherent or natural variability will always exist. This natural variability
1s the cumulative effect of many small, inherent and essentially unavoidable causes. In
the framework of statistical quality control, this natural variability is due to chance
causes or random causes.

A process that is operating with only chance causes of variation 1s said to be n statistical
control.

For example, if the average bottle of a soft drink called Neera contains 300 ml of liquid,
we may determine that the amount of natural variation is between 295 and 305 ml. If
this were the case, we would monitor the production process to make sure that the
amount stays within this range. It production goes out of this range (say, bottles are
found to contain on average 290 ml) this would lead us to believe that there s a problem
with the process because the variation is greater than the natural random variation.

Assignable Causes of Variation

Other kinds of variability may occasionally be present in the output of a process. This
variability in key quality characteristics usually arises from three sources:

1. Improperly adjusted or controlled machines
2. Operator errors
3. Defective raw material

Such variability 1s generally large when compared to the natural variability, and it usually

represents an unacceptable level of process performance. We refer to these sources of
variability that are not part of the chance causes, as assignable causes of vanation.

When these types of variations are observed the causes can be identitied and eliminated.

A process that is operating in the presence of assignable causes is said to be owuf of
control.

In the example of the soft drink bottling operation, bottles filled with 290 ml of liquid
would signal a problem. The machine may need to be readjusted. This would be an
assignable cause of variation. We can assigh the variation to a particular cause (machine
needs to be readjusted) and we can correct the problem (readjust the machine).
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Chance Variation: Variation that 13 random in nature. This type of
varmtion cannot be completely cimmated unless there 1s a majour change
m the equipment or material used in the process.

Assignable Varanon: Varation thatis not random. It can be climmated
or reduced by investigating the problem and fmding the cause. as
impropetly adjusted or controlled machines, operator errors, defectee
raw materials, 1t 15 not tolerable and does aftect the quality and utility of
the product or articde. Such causes of vanaton are called assignable
causes of variation.

A brief comparison between chance and assignable causes of variations are given in the
tollowing table:

Chance Causes Assignable Causes
1. Consist of many individual causes 1. Consists of one orjust a few
individual causes
2. Any one chance cause results in only a | 2. Any one assignable cause can result
minute amount of variation. in a large amount of variation.
3. Some typical chance causes of variation | 3. Some typical assignable causes of
are variation are
a. Shight variationin raw material a. Batchof defective raw materials
b. Slight variation of machine b. Faulty setup of an untrained
¢. Lack ot human perfection in reading operator
instruments and setting controls
4. Chance variation cannot be economically | 4. The presence of assignable causes
eliminated from the process can be detected and action can be
taken to eliminate.

Thus statistical quality control (SQC) can be defined as:

A method of monitoring, controlling and improving a process through statistical analysis.
Its basic steps include:

1. Measuring the process.
2. Eliminating variances in the process to make it consistent.
3. Monitoring the process.

4. Improving the process to its best target value.
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11.5 Control Charts

Control Charts have been in existence for more than 90 years. Walter A. Shewart is
credited with developing control chart at Bell Laboratories in the 1920s. Control Charts
are used to monitor the production process to make sure that the production stays
within the normal range and is functioning without any assignable causes of variations.
That is, we want to make sure the process is in a state of control. Ditferent types of
control charts are used to monitor different aspects of the production process. We will
learn how to develop and use control charts.

A control chart (also called process chart or quality control chart) is a graph that shows
whether a sample of data from the process falls within the natural or normal range of
variation. A control chart has upper control limit{UCL) and lower control limit(L.CL) that
separate chance causes from assignable causes of variation. The center line(CL) is reference
line in the control chart which represents no variation at all. We say that a processis out of

control, when a plot of data reveals that one or more samples fall outside the control
limits.

A Specimen of Control Chart is given bellow.

11.04 UCL
____________ Upper Control Limit

10.0 4 / \/ \N A‘ Centre Line

____________ LCL
Lawer Contral Lirnit

Sample Fig. 11.1

11.6 Types of Control Charts

Control charts can be used to monitor any characteristic of a product, such as the
welght of a cereal box, the number of chocolates in a box, or the volume of bottled soft
drink. The different characteristics that can be monitored by control charts can be
divided into two groups: variables and attributes.



4.—-/

STATISTICS - XlI

Control Chart for Variables

A control chart for variables 1s used to monitor characteristics that can be measured
and have a continuum of values, such as height, weight, or volume. A soft drink bottling
operation is an example of a variable measure, since the amount of liquid in the bottles
18 measured and can take on a number of different values. Other examples are the
weight of a bag of sugar, the temperature of a baking oven, or the diameter of ball
bearing. Two most commonly used control charts tor variables are those that monitor

the central tendency of the data (the mean chart or - chart) and the variability of the
data (Range chart or R-charf).

Control Chart for Attributes

Acontrol chart for attributes, on the other hand, is used to monitor characteristics
that have discrete values and can be counted. Often they can be evaluated with a
simple “yes” or “no” decision. Examples include color, taste, or smell. The monitoring
of attributes usually takes less time than that of variables because a variable needs to be
measured (e.g., the bottle of soft drink contains 298 ml of iquid).

An attribute requires only a single decision, such as yes or no, good or bad, acceptable
or unacceptable. For examples

1. Theappleis good or rotten

2. The meat is good or bad
3. The shoes have a defect or do not have a defect
4. The light bulb works or it does not work

We can count the number of defectives in a lot of items. The charts used te monitor
these types of attributes are #p-chart and p-chart.

Next we look at how various control charts are developed.

11.7 Construction of Control Charts

To construct a control chart, we collect samples from the output of a process over time.
The samples used for constructing control charts are known as subgroups. For each
subgroup (1.e., sample), calculate a sample statistic say /. Commonly used statistics
include the sample proportion of defective items , the number of defects , and the mean
and range of a subgroup. We then plot the values over time and add control limits on
both sides of the center line of the chart. The most typical form ot a control chart sets
control limits that are within 3 standard deviations of the statistical measure of interest.

233



234

B Statstical Quality Control

Such control limits are called Shewhart’s contrel imits,

If 7is the charting statistic, then the Center Line(CL), Upper Control Line (UCL) and
Lower Contreol Line(LCL) are constructed by

CL=y,
UCL =, + 30,
LCL = u, — 3o,

where |1, and o, are the mean and standard deviation of the charting statistic 7.

When observed values of the charting statistic 7 go outside the control limits or when
the plots show an identifiable non-random pattern, the process is assumed not to be in
control(that is out of control). Production is stopped, and employees attempt to identify
the cause of the problem and correct it.

11.8 Control charts for Variables

In this section we discuss two control charts, namely y - chart and K¢ - chart, which are
used simultaneously.

A mean control chart is often referred to as an x-bar chart. It is used to monitor changes
in the average of a process. To construct a mean chart we first need to construct the
center line of the chart. To do this we take multiple samples and compute their means.
Usually these samples are small, about four or five observations. Each sample has its own
mean. The sample mean 1s the charting statistic. The center line of the chart is then
computed as the mean of all m sample means, where 1 1s the number of samples taken at
regular intervals of the process. Therefore the center line (CL) 1s computed by

= X, +xX, +tx, DX
C L =y = 1 2 mo_ Z
m m
To construct the upper and lower control limits of the charting statistic from m samples
we use the following formule:

UCL=x+47R, LCL=x-A,%, where

R+R++R, . :
"T . the mean of s sample ranges and 4, is a constant that can be

read from standard quality control tables. The value of A, depends the sample size »
which is same for all #7 samples.
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The control limits and centre line are drawn on graph paper. Plot the value for the
sample mean (along the vertical axis) against the samples (along the horizontal axis). If
any points plot beyond the control limits we say that the process is out-of-control with
respect to the process average.

(; Tllustration
N

L}

lllustration 11.1

: A food company puts mango juice into cans so as to contain 10 ounces
":-T;j“ i ofjuice. Weights of juice are observed trom juice drained from cans
LLL immediately after filling. 20 samples are taken by a random method
(at an interval of every 30 minutes). Each of the samples includes 4
cans. The sample weights are tabulated in the following table. The
welghts in the table are given in units of 0.01 ounces in excess of 10
ounces. For example, the juice drained from the first can ot the sample
18 10.15 ounces which is excess 0.15 is represented as 15 units.
Construct x- bar to control the weights of mango juice for the filling,

Weight of each can

Sample _ . :
(4 cans in each sample, n=4)

1 15 12 13 20
2 10 8 8 14
3 8 15 17 10
4 12 17 11 12
5 18 13 15 4
) 20 16 14 20
7 15 19 23 17
8 13 23 14 16
9 g 8 18 5
10 6 10 24 20
11 5 12 20 15
12 3 15 18 18
13 6 18 12 10
14 12 9 15 18
15 15 15 6 16
16 18 17 8 15
17 13 16 5 4
18 10 20 8 10
19 5 15 10 12
20 6 14 12 14
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Solution
We prepare a computation table for sample means and sample ranges for 20 samples.

Sample Sample

Sample Weight of each can

mean Range
1 15 12 13 20 60 15.00 8
2 10 8 8 14 40 10.00 6
3 8 15 17 10 50 12.50 9
4 12 17 11 12 52 13.00 6
5 18 13 15 4 50 12.50 14
6 20 16 14 20 70 17.50 6
7 15 19 23 17 74 18.50 8
8 13 23 14 16 66 16.50 10
9 9 8 18 5 40 10.00 13
10 6 10 24 20 60 15.00 18
11 5 12 20 15 52 13.00 15
12 3 15 18 18 54 13.50 15
13 ) 18 12 10 46 11.50 12
14 12 9 15 18 54 13.50 9
15 15 15 6 16 52 13.00 10
16 18 17 8 15 58 14.50 10
17 13 16 5 4 38 9.50 12
18 10 20 8 10 48 12.00 12
19 5 15 10 12 42 10.50 10
20 6 14 12 14 46 11.50 8
B N
x=22 1305
= 211
R:% =10.55

The table value of A, forn=41s0.729

UCL =13.15H0.729 x 10.55) =13.15 +7.69=20.84
LCL=13.15-7.69=546
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X —bar chart Control Chart: weight

— weicht

25 =T UCL = 20 54
~-Average =13.15
- T.LCL = 5.4€

204

- N I R I N N Y N N N I N N N AN N B

____________

I - T R T = R = T -

Fig. 11.2

Since all the points are falling within control limits the process is in a state of control.

Range chart

The range chart is also called /¢-chart. It is used to monitor changes inthe dispersion of
a process. To construct R- chart chart we take multiple samples and compute the range
of each sample. The sample range (/{) is the charting statistic. The center line of the
chart is then computed as the range of all m sample ranges. When the true process
dispersion is not specified and is to be estimated from the sample data, the center line,
upper control limit and lower control limit are computed using the following formulae:

CL_r _RiHR +tR,
m

UCL=D,R

LCL=D,R

The values of D, and D, canbe read trom tables and are constants depend on the
sample size #.

The control limits and center line are drawn on graph paper. Plot the value for the
samplerange R, (along the vertical axis) against the i sample (along the horizontal

axis). If any points plot beyond the control limits we say that the process is out-of-
control with respect to the process variability.
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Ilustration

lllustration 11.2

Draw the R chart for the data given in Illustration 11.1.

Solution

From the computation table of illustration 11.1, we compute the mean of the sample
ranges,

= R +R,+--+R

CL=R = =10.55

m

UCL=D,R =2.282x 10.55 = 24.08
LCL=D,R =0x 10.55=0

Then R- chart is drawn as follows:

Control Chart: weight

— weight
B o ________. ~=.UCL = 24.08

- —-Average =1055
~~.LCL=00

209

Range
e

W7 s

. % & & 4 2 x 1 &

= K W e o O3 o~ 0 W

Fig. 11.3

The Chart shows that the process 1s under control with respect to the process variability.
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| # Tlustration lllustration 11.3
i N

L}

Draw a control chart for x bar and R from the following

,:_, _—IHIMI data relating to 20 samples, cach of size 4.

=l SLNo  x-bar R SL.No x-bar R
1 150 3 11 13.00 15
2 10.0 6 12 13.50 15
3 12.5 6 13 11.50 15
4 13.0 6 14 13.50 6
5 12.5 14 15 13.00 9
6 17.5 6 16 14.50 10
7 185 3 17 9.50 12
8 16.5 10 18 12.00 12
9 10.0 13 19 10.50 10
10 15.0 18 20 11.50 8

Solution:

Prepare the computation table for sample statistics as tollows.

1 15.0 8
2 10.0 6
3 125 6
4 13.0 6
5 12.5 14
6 17.5 6
7 18.5 8
8 16.5 10
el 10.0 13
10 15.0 18
11 13.00 15
12 13.50 15
13 11.50 15
14 13.50 6
15 13.00 9
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16 14.50 10
17 9.50 12
18 12.00 12
19 10.50 10
20 11.50 8

Limits for y - Chart

263

Mean of x-bar = o = 13.5
27
Rbar= o = 10.35

UCL=x+4R =13.5+0.729x 10.35 = 13.5+ 7.545 =21.04
LCL=x-A4,R =13.5-7.545=150955

Limits of Rchart
R bar= 10.35
UCL= D.ﬁ =2282x1035=230187

LCL= 1,k =0x1035=0

X bar chart and R chart are drawn bellow:
X-bar Chart

220
M U CL :2 104
18.0
16.0
1.0 CL=13.5
12.0
100
60 —— LCL=5.9
4.0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Fig. 11.4
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R-chart

______________________ UCL=23.06

0 LCL=0

1 2 2 4 5 6 7 & 9 10 11 12 13 14 15 16 17 18 19 20
Fig. 11.5

Here the process in control with respect to process average and process variability.

‘}W llustration.11.4
{0
Iy Comnstruct a control chart for mean and range for the

i followmg data on the basis of fuses, samples of 5 being

bk taken every hour(each set of 5 has been arranged mn
ascendmg order of magmiude. Comment on whether the
production seems to be under control.

Values for 12 samples
1 2 3 4 5 6 7 8 9 10 11 12
42 42 19 36 42 51 60 18 15 69 64 6l
65 45 24 54 51 74 60 20 30 109 90 78
75 68 80 69 57 75 72 27 39 113 93 94
78 72 81 77 59 78 95 42 62 118 109 109
87 90 31 84 78 132 138 60 84 153 112 136

Solution:
The reader can easily prepare a computation table for sample means and sample ranges

for 12 samples.
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From Tables for n=5 we have A, =0.58, D.=0and D,=2.11
Also compute the center line, upper control limit and lower control limit for mean chart
and range chart as follows.

Mean chart:
CL=71.6
UCL=106.21
LCL=36.99

Range chart:

CL =59.67
UCL =125.904
LCL=0

The mean chart and range chart are drawn bellow:

X-bar chart

1207 UCL=106.21
CL=71.6

B0=

Mean

60

407

20 T T T T T T T T T T T T
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R-chart
UCL=125.904
i CL=59.67
LCL=0
100
75
o,
ANV Y
254
) T T T T T T T T T T T T

Fig. 11.7

Here the process is out of control regarding process mean since two sample points fall
beyond the control limits. However the process variability is in control.

1) Every hour a quality control mspector measures the outside
diameter of four parts. The results of the measurements are
eiven below:

Sample Piece

Time 1 2 3 4
9OAM. 1 4 5 i
10 AM 2 3 2 1
11T AM 1 il 3 5

a)

b)

Compute the mean outside diameter, mean range and determine the control limits
tor the mean and the range

Are the measurements within the control limits? Interpret the charts.
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2) A quality control inspector at a soft drink company has taken twenty-five samples
withfour observations each of the volume of bottles filled. Draw x- bar and R chart.

Sample Observations
Number (bottle volume in ounces)
' 2 K]
1 15 85 16.02 15 83 1593
! 16.12 16.00 15.85 16.01
3 16,00 1591 15.94 15.83
4 162 15 85 15.74 1593
5 15.74 15.86 16.21 16.10
6 15.94 16.01 16.14 - 16.03
7 1575 16.21 16.01 . 15.86
8 15.82 15.94 16.02 - 15.94
9 16.04 15.98 15.83 - 15.98
10 15.64 15.86 15.94 ._ 15.89
11 1611 16 16.01 1582
12 1572 15 85 16.12 . 16,15
13 15.85 15.76 15.74 1598
14 1573 15 84 15,96 161
15 16,20 16.01 16.10 7 15.89
16 16.12 16.08 15.83 - 1594
17 16.01 15.93 15.81 15.68
18 1578 16,04 16.11 16.12
19 15 84 115.9% 16.05 : 16.12
20 15.92 16.09 16.12 15.93
21 16.11 16.02 16.00 15588
22 15,98 15 82 15 89 . 15.89
23 16,05 1573 1573 1593
24 16.01 16.01 15.89 15.86
S 16,08 1578 15.92 | 15,98
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11.9 Control Charts for attributes

Attributes are usually judged by the number of defectives or proportion of defectives.
Adefective item s also called non conforming item. To monitor the process with respect
to defectives we use sp- chart (control chart for number of defectives) or p-chart(control
chart for proportion of defectives). When attributes are judged by number of defects
(or non conformities) per item we use c-chart. In the following section we discuss the
method of constructing #p-chart.

Construction of np-chart

We inspect m subgroups(samples)each of # items. Let 4, denotes the number of

i

. . d : . .
defective items inthe / subgroup. Then » = —- represents the proportion of defectives

inthe subgroup. The Center Line (CL), Upper Contrel Limit (UCL) and Lower Control
Limit (LCL) are given by

CL=np
UCL=np+3npy
. — —=
IO =np-3npg
where

! 24 i
F: htpto-tp, — + ot

Hi

_dtd++d,
it
The control limits and center lines are drawn on graph paper. Plot the value for
the number of defectives (along the vertical axis) against the samiples (along the horizontal
axis). The decision about the state of process 1s taken as in the case of - chart or R-

chert.

l”> lllustration 11.5
8 Twenty five boxes, each containing 20 electric switches were

randomly sclected and mspected for the number of

defectives m each box were as follows. Construct control
chares for the number of defecaves.
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Box No 1 2 3 4 5 6 7 8 9 1011 12 13
Number of Defectives 3 21 0 4 2 1 23 0 2 1 2
Box No. 14 15 16 17 18 19 20 21 22 23 24 25
Number of Defectives 0 3 5 4 2 1 3 03 1 2 1

Solution:

Here the sample size of each sample # is 20, and the number of samples inspected #
1825,

There for

F _ Toral Nunther of Defective _ .—1_8 0096
25x20 300

g=1-p=1-0.096=0.904

np =20x0.096=1.92

(F=np = 1.92

UCL =np+3npg = 5.87

LCL=np-3npg =-2.03 ~0, since lower limit cannot be negative.

np-chari is drawn below.

Control Chart: defectives
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Note that no points plot out of control limits and there for the process 1s in control with
respect to the number ot defectives.

‘;‘ Tllustration

lllustration: 11.6

A company produces bond paper and, at regular mtervals,

- - L -
samples of 30 sheets of paper are inspected. Suppose 20
random samples of 50 sheets of paper cach are taken dunng
a certain period of time, with the following numbers of
sheets m known compliance per sample. Construct np-chart
from this data:

Sample 1 2 3 4 5 6 7 3 9 10
Out of compliance 4 3 1 0 5 2 3 1 4 2
Sample 11 12 13 14 15 16 17 18 19 20
Out of compliance 2 6 0 2 1 6 2 3 1 5
Solution:

We plot the number of out of compliances (defectives) against the sample numbers and
addind the control limits, we get the np-chart

CL=np =50x0.053=2.05
LCL=np-3Japg = 265-350x0.053x0.947 = 0 , since the lower limit cannot be negative.

UCL =np+33npg = 2.65+350x0.053x0.947 = 7.40

Then the chart is drawn as follows.

Control Chart: defectives

—deleclives
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Here all the points fall within the control limits and hence the process is in control.

A Illustration .
L4 llustration: 11.7

g In a factory producmg spark plugs, the number of defectives
,'f"'_"J tound in the mspection of 15 lots of 100 each is given below:
IJ‘L Draw the control chart for the number of defectives and
comment on the state of control.

Sample number (1) 12 3 4 5 6 7 8 9 10
Number of defecttve 5 10 12 8 o 4 o 3 4 5
Sample number (1) 1112 13 14 15

Number of defecttve 4 709 3 4

Solution
CL = np==6

= 6-3v6x094=-112%0
Since LCL cannot be negative, LCL=0
LCL = npp+3Jnp(l—p)
6+3V6x094 =—13.12~0

np-Chart

13.12 (UCL)

. -0{LCcL)

[I— O b o . T Y . S N S
12 3 4 5 6 7T 8 9 10 1 12 13 14 15

Fig. 11.10
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11.10 Uses of Statistical Quality Control

Some uses of statistical Quality Control are listed bellow:

1. It provides means of detecting errors in the process and product at inspection.
2. ltleadsto more uniform quality of production.
3. ltimprovesthe customer relationships,
4. Itreduces the cost of inspection.
5. It reducesthe number of rejects and saves the cost of materials.
6. 1t provides a basis for attainable specifications.
7. It estimatesthe process capability.
%ﬁf

"8 letus conelude

Statistical quality control, also called statistical process control, uses statistics to determine
when process or product quality deviate from specifications. It helps to maintain the
consistency of a process, which will result in a consistency in the quality as well. The
control chart is the tool most often used in statistical process control. The graphic
provides a visual representation of data collected through inspections and quality
sampling. SQC provides instant feedback when a process goes outside of the process
parameters. This allows production to stop and correct the problem betore creating a
great deal of defective product.

For Questions 1-5, choose the correct answer from the given choices.

1.  Which of'the following chart types would be used to monitor the average weight
ofthe contents of a box of cereal?

a) x -chart b) R-chart ¢) p-chart d) c-chart
2. Which of the following are used in the conversion of % chart?
a)A, b) A, c)D, d)D,
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3. Which of the following chart types would be used to monitor the fraction of a
production lot of desktops that had scratches on the surface?

a) v -chart b) R-chart ¢) p-chart d) c-chart
4. Thename of control chart used for attributes 1s

a) ¢ -chart b) R-chart c¢) np-chart d) c-chart
5. Which ot the tollowing is not true?

a) Quality is the titness for use.

b) Quality 1s not given to services.

¢) Quality is inversely proportional to variability.

d) Quality 1s the conformance/ specification of products.
For Questions 6-10, Fill in the blanks

6. The conversion factors used in R chart are and

7. The variationin a product which can be tolerable is called variation

8. Slight differences in materials, workers, machines, tools, and other factors are

because of variation.
9.  Any control chart have number of control limits
10. and charts are used for control chart for variables

11. AMachine is set to deliver the packets of a given weight. Ten samples of size 5
each were examined and the following results were obtained.

Sample No 1 2 3 4 5 6 T S w1
Mean 43 49 37 44 45 37 51 46 43 47
Range 3 6 3 7 Fosood 8 6 4 6

Calculate the values for central line and control limits for the mean chart and range
chart. Comment on the state of control.

12. Construct acontrol chart tor mean and range for the following data on the basis of
fuses, samples of 5 being taken every hour- each set of 5 has been arranged in
ascending order of magmtude.

gy
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1 42 65 78 87
2 42 45 72 90
3 10 24 81 81

4 36 54 e 84
5 42 51 50 78

6 51 74 78 132
7 60 60 95 138
8 18 20 42 60
5 15 30 02 84
10 69 109 118 153
11 o4 90 109 112
12 61 78 109 136

13. Control charts for ; and R charts are maintained on the tensile strength inKg of
a certain Yarn. The subgroup size1s 5. The values of ¢ and R are computed for
each subgroup. Average ot 25 subgroup is £y =514.8, s R =120. Compute
control limits for ¢ and R charts.

14. In order to determine whether or not a production of bronze casting 1s in contrel,
20 subgroups of size 6 are taken. The quality characteristic of interest is the weight
of the castings and it is found that , =3.126 gm and 7= 0.009 gm. Setup the
control limits for ¢ and R charts.

15. The following data shows the values of sample means and Range R for ten sample
of size 5 each. Calculate the values for central line and control limits for mean
chart and range chart and determine whether the process 1s in control.

Sample No 1 2 3 4 5 6 7 8 4 10
Mean 112 11.8 108 11.6 11.0 96 104 9.6 10.6 100
Range R 7 4 8 5 i 4 8 dive S

16. ANew industrial oven has just been installed at the Chocolate Backery. To develop
experience regarding the oven temperature, an inspector reads the temperature at
four difterent places inside the oven each half an hour as given below.

I 5| I
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Reading
Time 1 i 3 4
8.00 AM 40 50 55 39
8.30 AM 44 42 38 38
9.00 AM 41 45 47 43
9.30 AM 39 39 41 41
10.00 AM 37 42 46 41
10.30 AM 39 40 39 40

a) Based onthis initial experience, determine the control limits for the mean tem
perature. Draw . and R charts.
b) Interpret the chart.

17. The Credit Department at Global National Bank is responsible for entering each
tansaction charged to the customer’s monthly statement. Each data entry clerk
examine a sample of 1500 of their batch and a computer programme checks the
numbers match. The results are as follows.

Inspector Number inspected Number mismatched
A 1500 4
B 1500 6
C 1500 6
D 1500 2
E 1500 15
F 1500 4
G 1500 4

Construct np chart and interpret the results.

18. The Auto-Lite company manufactures car batteries. At the end of each shift the
Quality Assurance Department selects a sample of 8 bateries and test them. The
number of defective batteries found over thelast 12 shiftsis2,1,0,2, 1, 1,71,
1, 2,6 and 1. Construct the control chart for the process and comment on whether
the processis in control.

19. A bicycle manufacturer randomly select 10 frames each day and test for defects.
The number of defectives trames found over the last 14 daysis 3,2, 1, 3, 2, 2, 8,
2,0,3,5,2, 0,4 Construct a control chart for this process and comment on
whether the process is in control.

gy
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20. The Long Last Tyre company, as part of its inspection process, tests its tyres for
tread wear under simulated road conditions. Twenty samples of three tyres each
were selected from different shifts over the last month of operation. The tread
wear is reported below in hundreadths of an inch.

Sample Tread Wear Sample Treadwear
1 44 4] 19 11 11 33 34
2 39 31 21 12 51 34 39
3 38 16 A 13 3 16 30
4 20 33 26 14 22 21 35
& 34 33 36 15 11 28 38
6 28 23 39 16 49 S 36
7 40 15 34 17 20 3 3
3 36 36 34 18 26 18 36
9 32 29 30 19 26 47 26
10 2% 38 34 20 34 29 32

a) Determine the control limits for the mean and range.
b) Plot the control charts and interpret it.

21. The Inter Global Moving and Storage Company is setting up a control chart to
monitor the proportion of residential moves that result in written complaints due to
late delivary, lost items, or damaged items. A sample of 50 moves is selected for
each ofthe last 12 Months. The number of written complaints in each sample is 8,
7.4.8,2,7,11,6,7,6,8and 12.

a) Determine a chart for number of defectives. Insert the mean percentage
defective, UCL and LCL.

b) Interpret the chart. Does it appear that the number of complaints is out of
control for any of the months?
22, Draw the mean chart and range chart using the following data relating to 15 samples
each ot size 5 and comment on the state of control.

X 650 6406 641 0685 084 679 650 o046
R: 938 9.8 8.4 39 T 8.7 0.1 97
X 641 632 629 0624 0670 666 66.1

R T 7o) 1.2 9.8 64 0.0 6.3

e ey
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23. Atood company puts mango juice in cans, each of whichis advertised to contain
10 ounces of the juice. The weights of the juice drained trom cans immediately
after filling 20 samples each of 4 cans are taken by random sampling method (at
an interval of 30 minutes) and given in the following table in units 0t 0.01 ounce in
excess of 10 ounces. To control the excess weights of mango juice drained while
filling, draw the X -chart, R-chart and comment on the nature of contrel.

Sample No. 1 Z 3 4 5 6 i 8 9 10

Al cedle oy 12 18 2005 A3 e 6
12w I 130 e o9 2ae b 10

Weights drained
13 8 17 11 15 [ 25 e 18 24
20 14 10 12 4 200 e oRlGi s 20
Sample No. 1L 0 12 e 13014 1506 7T s B 1920
D 3 6 12 15 (i aliet el e 6
Weiohis draincd 12 15 Jl38 O 5 L 16 20 15 14

205 Bl sl §) 8 3 8 0 10
lEre sl Nl e s Lt k3 g 10 12 14

24. Fitteen samples each of size 50 were inspected and the number of defectives in
the spection were:

2,34, 230,12 2355,123

Draw the control chart for the number of defectives and comment on the state of
control.

25. Oninspection of 10 samples, each of size 400, the numbers of defective articles
were:

19,4,9,12,9, 15, 26, 14, 15, 17.

Draw the np-chart and comment on the state of control.

I -



Chapter 12

Significant Learning Qutcomes

ne of the most important tasks
before economists and businessmenis  After the completion of this chapter, the
to identify and estimate the needs of  lcarncr:
people for the future. For example, a m ldentifics ‘Time scrics.
business man may be interested in m Ditterentates the components of
finding out his likely sales in the year e et
2020 or as a long term planning in 2030
or 2050. This may help him to adjust
his production accordingly and avoid the
possibility of either unsold stocks or
inadequate production to meet the
demand.

m Recognises the uses of time serics
analysis.

m Estmates future values by using
nme series analysts.

m Interprets trend lines.

Similarly an economist may be
Interested in estimating the likely
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production in the coming year so that the proper planning can be carried out with
regard to tood supply, jobs for the people, etc. The first step in estimating future needs
1s gathering information from the past. In this connection one usually looks for statistical
data which are collected, observed or recorded at successive intervals of time. Such
data are usually referred to as *Time Series’. In this chapter we discuss more about
time series.

12.1 Time Series

Consider the case of continuous monitoring of a person’s heart beat in a hospital. Here
time 1s the most important tactor. The heartbeat of the person in regular intervals of time
will give a clear picture about the health of the heart. The analysis of time seriesisa
critical factor here. Here we collect quantitative observations in regular intervals of
time. So thisis an example ot a time series.

Time series is the collection of quantitative observations that are evently spaced in time
and are measured successively.

The other examples of time series are:

®  hourly readings of temperature.

¢ daily closing price of a company stock.

¢ monthly rainfall data.

In allthese examples, time is the most important factor because the variable is related
to time which may be either year, month, week, day, hour or even minutes or seconds.
A'lime Senes1s a sequence of data observed, collected and arranged m
chronological order.
Let us see some more examples:
Example 1
Analyse the graphical representation
® Explain the data given.

¢ Write the reason for considering this as a time series.
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50,00,00
45,00,00
Z 400000 -
‘g 35,00,00
E 30,00,00 —
E 25,00,00 S
S 200000
=
S 15,00,00
< 100000 4 2 |3 e R -
00w (5 | Z s k5 = 15
ﬂ ™ ™ ™ ™ L] ™
TRCMPU ERCMPU MRCMPU
Fig. 12.1 : Average milk procurement in litres per day
Example 2
50,0000
45,0000
7 40,0000
S 350000
8 300000 -
= 25000
§ 20,0000 ]
=
150000 ) = ) < ] <
w0000 | Bx 05 i )3 ol b
sonn 4 B8 I8 s |5 g g
0 _
TRCMPU ERCMPU MRCMPU

Fig. 12.2 : Average milk sales in litres per day

Regional Unions 2012-13 2013-14

TRCMPU 466198 460100 1
ERCMPU 299385 303664 1.43
MRCMPU 422924 423034 0.03
Total 1188507 1186798 -0.14

Table 12.1 Milk sales in literes per day
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Example 3
Month Price of 1 Pavan Gold (Rs.)
January 15-Jan-14 21920
February 15-Feb-14 22600
March 15-Mar-14 22680
April 15-Apr-14 22400
May 15-May-14 22320
June 15-Jun-14 20640
Jily 15-Jul-14 21040
August 15-Aug-14 21480
September 15-Sep-14 20400
October 15-Oct-14 20480
November 15-Nov-14 20000
Table 12.2

260000

250000

2400004

2300004

220000 —

210000

200000

Price of 1 Pavan (8Gm)

22 Carat Gold In Kerala
190000

YEAR 2014

180000

Fig. 12.3 : Price of 1 pavan of gold in different months

Explain why these are considered as time series?

When we scan through these examples, we can see that the data of a time series are
bivariate data where time is the independent variable.
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Symbolical Representation of Time Series:-

If“t* stands for time and y, represents the value at time t then the paired values (t, y )
represents a time series data.

NV
f\c,;\uu).?

Symbolically a time series can be expressed as y = f(t)
Collect five Time Seties data from available resources m your

oo
locality.

12.2 Components of Time Series

The values of a time series may be affected by the number of movements or fluctuations,
which are its characteristics. The type of movements characterizing a time series are
called components of time series or elements of a time series

Based on types of movements in the time series, there are three types of components
1) Secular trend
2) Periodic movements
i) cyclical variations
ii) seasonal variations
3) Irregularvariations

The tollowing figure shows the graphical representation of a time series data on the sale

of milk in millions of packets from 1993 to 2007. In this figure we can identify the

pattern of secular trend, seasonal variation and cyclical variation inherent in the data.
20

L Sale of Milk

18

16

14 A= Original Data
r B = Secular Trend

12 C = Cyclical Variation

10 | | | | | | | | 1 | I 1 |
L] wn |y [=2] = o Uy =
[=2] [=2) [=1) =) b= [=] = [=]
¢ & 2 2 & & & 8

Fig. 12.4
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Let us discuss in detail.

ecular Trend

Secular trend is the main component of time series. Itis also called long term trend or
stimply trend. The secular trend refers to the general tendency of data to grow or decline
over a long period of time.For example the population of India over years shows a
definite rising tendency. The death rate of the country after independence shows a falling
tendency because of advancement of literacy and medical facilities.

Mathematically a secular trend may be classified mto two types

) I.inear Trend

2) Curvt- Lincar lrend or Non- Lncear 'Trend
If one plots the trend values for the time series on a graph paper and 1if 1t
gives a straight hine, then 1t 1s called a lmear trend. ‘That 1s 1 Iinear trend the
rate of change 13 constant where as m non-lmear trend there 1s varying rate of
change.

Periodic Movements

Periodic Movements describes a data which varies in recognizable oscillations. The
time required to move from one rise to another is known as the period of
oscillation Periodic movements generally categorized into two:- cyclical variation and
seasonal variation.

Cyclical Variations

If the fluctuations or oscillations are not of fixed period then the movements are
cyclic. Usually the period of oscillation is more than one year. The period of oscillation is
known as a cycle. The time series related to business and economics show some kind
of cyclical vaniations,

In Business Cycle there Phases of Business Cycle v
Q'(O m
XY

are four well defined
periods or phases.

NG

®  Prosperity (Boom)

®  Decline

¢ Depression

Improvement
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In seasonal variations the fluctuations are of a fixed and known period. It occurs due to
the rhythmic forces in a regular manner within a period of less than one year. Here the
period of time may be monthly, weekly, or hourly.

The seasonal fluctuations in a time series cccurs due to two factors
a) Dueto natural forces
b) Manmade conventions

The most important factor causing seasonal variations 1s the climate changes. The climate
and weather conditions such as humidity, rainfall, heat, etc., act on different products
and industries ditterently. For example-during winter there is greater demand for woolen
clothes, hot drinks, etc. Where as in summer cotton clothes, cold drinks have a greater
sale and in rainy season umbrellas and rain coats have greater demand.

Though nature is primarily responsible for seasonal

St
x
P

variations in time series, customs, traditions, and habits Vi g
also have their impact. For example -on occasions (@ : Ey_\@ Ne
like Deepavali, Onam, Christmas, etc., thereisa ' '\\ﬂ '; /'}' || ,“-\
big demand for sweets and clothes. Thereisalarge /A= ) ¢ [
demand for books and stationaries in the first few %% TL
months of the opening of schools and colleges.  —==

Irregular variations

The variations so far we have discussed are known as regular variations. But almost all
time series includes another variation called random

\

i i\,

.(/.I'f S0

variations, This arises due to some irregular
circumstances which are beyond the control of
human being such as earth quakes, wars, floods,
factory lockouts, etc. These factors are unforeseen
and unpredictable but they are so significant like
other fluctuations.

T~ your

TR e
ayedi Idennfy the components mherent m cach of the following time senes
1. Growth of populaoon.

2. 'lransformation m socto economic sceup.
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3. Data relating to the sale of banana chips durmg onam.

4. Increase mn the sale of home apphances m Grant Kerala
Shoppmg Lestrval,

5. Busmess Cycles.

6. Decrease m consumption due to some epidemic.

7. Lockout i a factory affects the standard of Ivmg of a group
of people.

The value y, of'a time series at any time t can be expressed as a combined eftect of
resultant of the above mentioned factors. These expressions of time series are called as
model for atime series. In most business analysis we use the multiplicative model and
tinds it more appropriate to business situations. So here also we use the multiplicative
model of time series.

‘There are two types of Time Scrics maodels

1. Additive model

Y=T+8+C+R

In this madel we consider all companents as independent. But in almostall cases we

cannot consider all components as independent. So mulnplicative model 1s more

popular n representing a fime series.
2. Multiplicative model
Y=TX§XCXR
Where T —Secular Trend
S—Scasonal Vartations
C —Cyclical Varations

R —Random Varanons

12.3 Uses of Analysis of Time Series

The analysis of time series is of great significance not only to the economists and business
men but also to scientists, astronomers, geologists, sociologists, biclogists, research
workers,etc.

Why the analysis of time series is important?
It helps in understanding the past behavior.

By observing data over a period of time one can easily understand what changes have
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taken place in the past. Such analysis will be extremely helpful in predicting the future
behavior.
It helps in evaluating the current accomplishments.
The actual performance can be compared with the expected performance and the
cause of variation can be analysed. If expected sale for 2014 was 10000 and the actual
sale was only 9000. One can easily investigate the cause tor the shorttall in achievements.
It helps in planning future operations
The major use of time series analysis 1s in the theory of forecasting. The analysis of the
past behavior enables to forecast the tuture. Time series forecast are usetul in planning
and allocating budgets in different sectors of economy.

It facilitates comparison
Difterent time series are often compared and important conclusions are drawn trom
there.

12.4 Trend Analysis

Secular trend 1s a long term movement in a time series. This component represents
basic tendency of the series.
The following methods are generally used to determine trend in any given time series.
1. Free hand curve method
2. Semi average method
3. Method of Moving Average
4. Method of least squares

Let us discuss them in detail ;

Free hand curve Method

This is one of the most preliminary and easy way ~ While drawing a trend line by
of fitting a trend line. free hand curve method, one
should keep in mind that the sum
of perpendicular distances from
First we plot the data on a graph paper, taking ~ points above the trend line will
time on the X- axis and the corresponding val- be equal to the sum of perpen-
ues of the other factor on the Y- axis. After that, dicular distances from points
we join these points by straight lines. below the trend line

The method 1s as follows: -

STATISTICS - XlI
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Now draw straight line on this graph by eliminating the ups and downs by mere
observation. This straight line shows the trend of the data.

The disadvantage of this method 1s that the trend line variesfrom person to person, as it
depends on individual udgment. Hence it cannot be used as a basis for exact prediction.
But for a rough estimation or to get anidea of change, this method is advisable.

& lllustration 12.1
e - : ,
[ I'he data below shows the production of cotton (m tones)

i

; i trom the year 2005 to 2013. Determine the trend line by
IJ-L the free hand curve method.

Year 2005 2006 2007 2008 2009 2010 2011 2012 2013

Production(in tones) 91 111 136 412 720 900 1206 1322 1380

Solution:
See the graph drawn with the original data and trend line graph
1600
P

p 1400 /

r S 1200 =<

: 1000 <

u © 800 / Qriginal tata

c . 600 /

Yt 400 /\

o ® 200 ~ ~

n Trend Line
n 0 //
2004 2006 2008 2010 2012 2014
Year
Fig. 12.6
# Tlustration lllustration 12.2
A data related to the production (in crores) of a

",-—\,—TJ"/ multmational company from the year 2007 to 2013 are given
i , , ’ ’ ,
dL m the followmg table. Draw the trend line by free hand

curve method

Year 2007 2008 2009 2010 2011 2012 2013

135 140 141 143

%]
el

Production 125 128 1

gy
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Solution:
150
145
] /
r 140
Q
d 135
u \
P 135 Trend Line
t N
i Original data
o | 125
n
120 L T T T T T T

2006 2007 2008 2009 2010 201 2012 2013 2014
Year

Fig. 12.7

See the graph drawn with the original data and trend line drawn by the free hand curve
method.

7 your progress.

The table below shows the Domestic Tourists visit in
Kerala from the year 2008 to 2013, Draw the trend Ime
by free hand curve method.

Year 2008 2009 2010 2011 2012 2013

Domestic Tourists 70.59 7913 8595 9381 10076 10857
( in million)

2. The following data relate to the production of fish in Orissa (in ‘000 metric tons)

from the year2004 to 2009,
Year 2004 2005 2000 2007 2008 2009
Production 40 45 40 42 46 S

Draw the trend line by free hand curve method
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il h Using data obtamed from acovity 1, draw the trend hne by free
hand curve method.

emi average method

In this method the whole data is divided into two equal parts with respect to time.
When the time series contains an even number of observations, we divide it into two
equal parts. Half of the observations constitute the upper part and the rest will constitute
the lower part. When we have an odd number of observations in the series, the series is
divided into two parts excluding the middle observation. After the data have been divided
into two parts, an average (arithmetic mean) of each part 1s obtained. We thus get two
points.Each point is plotted corresponding to the midyear of each part. Then these
points are joined by a straight line which gives us the trend line.

The line can be extended downwards or upwards to get intermediate values or to
predict future values. So it can be considered as a scientific method tor prediction. But
it have all the disadvantages of an arithmetic mean. As the AM of each halfis calculated,
an extreme value in any half will greatly affect the trend values.

For example - if we are given data from the year 2001 to 2014, i.e, over a period of 14
years, the two equal parts will be the values corresponding to first 7 years, from 2001
to 2007 and the values corresponding to the next seven years, from 2008 to 2014, If
data are given trom 2001 to 2013, for a period of 13 years, the values corresponding
to first 6 years, from 2001 to 2006 constitute the upper part. Exclude the value
corresponding to 2007 then the values from 2008 to 2013 constitute the lower part.

o Dlustiation lllustration 12.3

Draw the trend line by Semi average method for the
followmg data on the production of artidles of a company
trom the year 2002 to 2007.

Year 2002 2003 2004 2005 2006 2007

Production 60 735 81 110 106 120
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Solution:
Year Production Semi averages
2002 60
2003 75 (60 +75+81)y3=172
2004 81
2005 110
2006 106 (110+ 106+ 120)/3=112
2007 120
140
120 i
p i
- [100 /’(
o| 80 — \\
d / \ Trend line
u 60 - \(\)4 .
¢! 40 rgmal data
t
I 20
o] 0 T T T T T T
i 2002 2003 2004 2005 2006 2007
Year
Fig. 12.8

See the graph drawn with the original data and trend line drawn by semi average method

l’“ lllustration 12.4
n /' Draw the trend line by the method of semi averages from

the year 2006 to 2012 for the following output.

Year 2006 2007 2008 2009 2010 2011 2012

Output(Units) 600 821 1028 800 1280 1024 1400
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Solution:
Year Output (Units) Semi averages
2000 600
2007 821 (600 + 821+ 1024)/3=816.33
2008 1028
2009 800
2010 1280
2011 1024 (1280 + 1024 + 1400)/3 = 1234 667
2012 1400
1600
1400 |
o 1200 — =
u/ 1000 == \ \\
t 800 = \ \\
P 600 —
u 400 Trend line Orginal data
t 200
0 I T T T

2006 2007 2008

2009

Year

Fig. 12.9

2010

2011 2012

Data on the production of bleaching powder (000

Tonnes) for 12 years 2000 to 2011 1s given in the following
table. Draw the trend line by Semi-Average method.

Year

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011

Production?. 1

@7 70 79 T4

10.8 9.2

10.

5

1

5.

5

137 167

15.0
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2. Thefollowing datarelate to the export of cashew (in 00 metric tons) from India
to foreign countries from the year 2000 to 2009. Draw the trend line by semi
average method

Year 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
Quantity 18.6 226 381 409 414 401 466 607 572 534

Method of Moving Average

Moving average 1s commonly used in time series to smooth-out short term fluctuations
and random tluctuations trom the time series. Moving average for a period of kisa
series of successive arithmetic means of k terms at a time series starting with 1%,
2% and so on. That ig, the first average is the mean of first k terms , the second average
1s the mean of k terms starting from the second term (discarding the first term), third
moving average 1s the mean of the next k terms starting from the third term (discarding
the second term) and so on. 1f kis odd then the moving average is placed against the
value of the time interval it covers. But if k is even then the moving average lies between
the two middle periods which does not correspond to any time period. So we take
mean of the successive moving averages and place it against the time interval it covers.

The resultant moving averages are the trend values.
If mis the number of years and k& 1s the period of the moving average, then:
number of moving average = r-k+7, ifk is odd
= n-k, ifkiseven
The main disadvantage of this method is that the trend value does not correspond to
any mathematical function and hence it cannot be used for predicting future values.

Another drawback 1s that it results in loss of values for some years both in the beginning
and at the end of time series, depending on the period of moving average.

The pertod of Moving Average1s determmed by the eycle in the data.
llustration 12.5

Calculate 3-yearly moving average for the following data
from the year 2005 to 2013.

2005 2006 2007 2008 2009 2010 2011 2012 2013

Production(intones) 45 40 42 4o 52 56 61 64 69
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Solution

Year Production( in tones)3- yearly moving total 3-yearly moving average
2005 45

2006 40 45+40+42 = 127 127/3 =42.33
2007 42 40+42+46 = 128 128/3=42.67
2008 46 42+46+52 = 140 140/3= 46.67
2009 52 46+52+56 = 154 154/3=51.33
2010 56 52+56+61 = 169 169/3= 56.33
2011 61 56+61+64 = 181 181/3=60.33
2012 64 61+04+69 = 194 194/3= 64.67
2013 69

L] Zusioation lllustration 12.6
l} The following data relate to the profit(in ‘000 Rs. ) of a

company from the year 2004 to 2012, Construct the trend
values by 4-veatly moving average method

Year 2004 2005 2006 2007 2008 2009 2010 2011 2012
Profit 100 110 111 90 99 98 99 87 75
Solution
Year Profit 4-yearly 4-yeraly moving 4-yeraly moving
moving total average average centered

2004 100

2005 110 _
411 102.75

2006 lNl———————— — ——— —(102.75+102.5)/2=102.625
410 102.5

L (102.5+99.5)/2=101
398 JOS

2008 9—————————— — — — — (99.5+96.5)/2 =98
386 96.5 _

2009 OB o s e e e (96.5+95.75)/2=96.25
383 95.75

2000 99— —it e i e e e (95.75+89.75)/12=92.75
359 89.75

2011 87

2012 75
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The following table gives the index numbers of agnicultural
production of a country (from 2005 to 2010} . Construct
the trend values by 5- yeatly moving averages

Year 2005 2006 2007 2008 2009 2010

Index Numbers  132.9 125.1 138 L 1553 1429

2.5. The fellowing table shows the number of road accidents in a State for the year
2003 —2013. Construct the trend values by 4- yearly moving average method.

Year 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

Number of 103 114 110 1153 119 127 125 136 145 151 1
road accidents

Method of Least squares

Lh
Lh

It is a mathematical method for finding trend values. Let the The method of
trend line equation be of the tormy=ax + b, whereaand b least square was
are unknown constants called parameters. They determine the developed by
location of the line. To determine the values of a and b, we Adrien Maire

use the method of least squares. By this method aandbcan ~ Legendrein 1805
be determined by sclving the equations

Xy =aZx +nb and
Txy =alx’ +hIx
These equations are known as normal equations or estimating equations. Solving

the normal equations we get the values of a and b. Substituting these values in the
equation y =ax + b, we get the trend equation.

| g Tlustration lllustration 12.7

‘The figures of producnon(m thousands of quintals) of a
I sugar factory from the year 2001 to 2007 are given below
Al L1t a straight lme trend.

Year 2001 2002 2003 2004 2005 2006 2007
Production(in‘000qtls.) 80 90 92 83 94 99 92
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Solution

Year(t) Production(y) x=t-2004

2001 80 -3
2002 90 -2
2003 92 -1
2004 83 0
2005 94 1
2006 99 2
2007 92 3

-240
-180
-92

94
198
276

The equation ot the straight lineisy=ax+ b
To find & and & we use the normal equations
Zy =aXx +nb
630=ax0+7xb
630="7b
b =90
Then the trend equation is:
y=2x+90
y =2 (t—2004)+ 90

!; Tllustration
i
=

lllustration 12.8

Txy =aXx S +bLx
S6=ax28+bx0
56 =28a

a=2

Following 1s the data related to the production (in crores)

ﬂ . of a company m different years. lita straight Ime trend to
the data. Estimate the production for the year 2015.

Year 2006 2007 2008 2009 2010 2011 2012 2013

Production 125 128 133 135

141 143 145
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Solution:

Year (1) Production (y) x = t-2009.5

2006 125 -3.5 12.25 -437.5
2007 128 -2.5 6.25 -320
2008 133 -1.5 2 -199.5
2009 135 -0.5 0.25 -67.5
2010 140 0.5 0.25 70
2011 141 1.5 205 2115
2012 143 2.5 6.25 3575
2013 145 3.5 12.25 507.5

The equation of the straight lineisy=ax+ b

To find a and b we use the normal equations

Xy =aXx +nb Sxy =aZx’+bhEx
1090 = gx0 + 8xb 122 = gx42 + bx0
1090 = 8b 122 =42q
b=136.25 a=1290

Then the trend equation is:
y=2.9x+ 136.25
y=2.9(t-2009.5) +136.25
Whent=2015
y =2.9(2015-2009.5) + 136.25
y=1522

The estimated production for2015is 152.2 Crores.

7% Kinow your progres®

Below are given the production of TV sets ( in

thousands). l'it a trend equaton by the method of least
squares. Also estimate likely production for the year 2009
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Year 2000 2001 2002 2003 2004 2005 2006 2007

Preduction 17 20 19 26 24 40 35 55

2) Find trend equation by the method of least squares. Also estimate the sales in

2015,
Year 2008 2009 2010 2011 2012
Sales(in crores) 6.7 6.1 T 56 6.8

hifting the trend origin

For simplicity and ease of computation, trends are usually fitted to annual data with the
middle of the series as origin. At times it may be necessary to change the origin of the
trend equation to some other point in the series. For example, annual trend values must
be changed to monthly or quarterly values if we wish to study seasonal or cyclical
patterns.

The shitting of the trend origin is a simple process. The procedure of shifting the origin
may be generalized by the expression.

Y=aX+k)+b
where k is the number of time units shifted.
k 1s positive, if the origin is shifted forward in time &

k is negative, if the origin is shifted backward in time

| § Tlustration lllustration 12.9
A trend equation is given as Y = 110 + 2X with origin as

w 2001. Shift the origin to 2005

Solution:
The equationis Y =a(X +k)+b. Herea=2, b= 110, and k =2005-2001 =4

The required equationis Y =2(X +4) + 110
=2X+8+110

=2X+118
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Tlustration lllustration 12.10

A trend equation 1s given as Y =210 — 1.5X with origin as
f-" 2005. Shaft the ongin to 2000.

Solution
The equationis Y =a(X +k)+b.Herea=-1.5, b=210, and k = 2000-2005 =-5

The required equationis Y=-1.5(X-5)+ 210

=-1.5X+75+210

=-1.5X+217.5

Atrend equation is given as Y = 18.04 X +126.55 with origin as
2004, Shift the origin to 2008

2. Atrend equationis givenas Y = 1.68 X +20.6 with 2011 as origin.
Shift the origin to 2009

et us conelude

A Time series 1s a sequence of data observed, collected and arranged in chronological
order, There are three components for a time series 1) secular trend i1)periodic
movements iil) random variations. We can model a time seriesas Y =T x § xC xR,
Atime series is of great significance in studying a data, about the past behavior, evaluating
current accomplishments, planning future operations, and for comparison. Trend analysis
can be done through the following tour methods. a) Free hand curve method b) Semi
average method ¢) Moving average method and d) Least square method. Also in this
chapter we have discussed the method of shitting the origin of a trend line.
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et U asses:

—

=
@
wa

For Questions 1-10 : choose the correct answer from the given choices.

1. Atimeseriesisasetofdatarecorded ..................

a) Geographically b) Chronologically
¢) Both geographically and chronologically d) None ofthese
2. Thetype of movements characterizing a time seriesarecalled ...............
a) fluctuations b) components ¢)characteristics  d)resources
3.  Seculartrendsrefersto..................
a) long term movement b) short term movement
¢) periodic movement d) permanent movement

4. Periodic movements with fixed and known period areknownas ..............

a) Cyclic variations b) Business cycle
¢) seasonal variation d) oscillations
5. Abusinesscyclehas ............ . well defined periods.
a) two b) three ¢) tour d) five
6. Thesale of cotton clothes in summerisassociated with ... .......... .. . component
of time series.
a) secular trend b) seasonal variation
¢)eyclical variation d)irregular variation

7. Variations in a time series due to the factors which are beyond the control of
human hand is knownas............

a) secular trend b) seasonal variation
¢) cyclical variation d)irregular variation

8.  Free hand curve method is not used for exact prediction. Because...............
a) It is a graphical method b) It depends on individual judgment

¢) It gives only a rough sketch d) It is an easy method

g
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9. Moving average methoed 1s used in time series to smooth out:

a) long term tluctuations b) irregular variations
¢) short term fluctuations d) cyclic variations

10. A time series has 15 observations. Then the number of moving averages of order

a)15 b) 10 o) 11 d)9
11. What is a time series?
12. List out the components of time series
13. Explain periodic movements with example.
14. What is secular trend?
15. What do you mean by irregular variations in time series?
16. Explain business cycle.
17. What are the uses of time series analysis?
18. (mve the model of a time series.
19. With which component, the tollowing time series data mainly associate with?
a) A recession
b) anincrease in the sale of cool drinks in summer season
¢) an epidemic
d) decline in the death rate due to advancement in science
e) Contimually increasing the sale of vehicle
f) afactory lockout
g) sale in a textile ina festive season
20. Fit atrend line to the following information using:
a) Free hand method

b) Method of semi average

Year 2005 2006 2007 2008 2009 2010 2011 2012 2013

Sales(*000umts) 12 15 17 6 14 14 18 20 16

Predict the sales for the year 2015

I - I
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21. Fitatrendlineby a) free hand curve method b) Method of Semi Averages

Year 2007 2008 2009 2010 2011 2012 2013 2014

Salesin(lakhs) 39.2  30.1 3894 386 381 381 381 377

22. Construct trend values by using 3- yearly moving average
2,6,1,5,3,7.2,8,94.

23, Assuming five yearly cycle, determine trend values of ban clearings (in crores )
by moving average methods

Year Lol o b St G e B O il )

Bank clearings 622 680 662 710 690 685 740 724 722 810 800 825

24, The tollowing data refer to the sales of commercial vehicles in Kerala of a leading
automobile company in the country from 2004 to 2013. Calculate the trend value
by 5 yearly moving average.

Year 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

Sales 2880 1693 2136 3707 1931 1637 1746 2638 2655 3576

25. The tollowing data are the sales of a company from 2005 to 2013. Calculate the
trend value by 4 yearly moving average

Year 2005 2006 2007 2008 2009 2010 2011 2012 2013

Sales(in crores) 26.20 35,40 3920 4580 49.00 5040 54.8060.00 71.80

26. The following data relate to the sale of mobile phones from a shop in the city
fromm 2005 to 2012. Calculate the trend values by 4- yearly moving average.

Year 2005 2006 2007 2008 2009 2010 201 2012

Sales 128 265 341 412 485 el 578 620

gy
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27. Below are given the production of TV sets ( in thousands) of a company from
2000 to 2007. Fit a trend equation by the methed of least squares.

Year 2000 2001 2002 2003 2004 2005 2006 2007

Production 17 20 19 26 24 40 35 55

28. The tollowing table gives the profits of a concern for 5 Year ending in 2010.
Estimate the profit for the year 2014.

Year 1 2 3 4 5

Profit (in lakhs) 2.08 6.74 231 4527 138

29. Growth of merchant shipping fleet from 2008 to 2013 is given in the adjoining
table. Estimate the trend value for the years.

Year 2008 2009 2010 20112012 205

Shipping Fleet 2.65 289 349 387 509 548

30. The following data gives the details of deaths due to cancer reported in a hospital
in alocality. Fit a trend line equation. Also estimate the number of deathsin 2014,

Year 2009 2010 201152 201 252015

Number of deaths 4 7 11 13 17

31. The following table shows the number of students who got placement through
campus recruitment conducted by a multinational company in an Engineering col-
lege. Fit a straight line trend by the method of least squares. Also estimate the

value for the year 2015.
Year 2010 2011 2012 2013 2014
Number of students 16 18 17 24 29

I - I
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(@) \Lab Activity
(%

1. Data of number of students studying in a college from the year 2004 to 2013 are
given in the table below. Find 3 yearly moving average.

Year 2004 2003 2006 2007 2008 2009 2010 2011 2012 2013

Number of Students 332 317 357 392 402 405 410 427 430 438

2. Following table relate to price of a commodity from the year 2003 te 2010,

Year 2003 2004 2005 2000 2007 2008 2009 2010

PriceinRs. 380 3540 650 720 755 815 870 930

a. Fit a straight line trend to the above data.
b. Estimate the price for the year 2015.

3. Assuming 3- yearly moving averages, calculate trend values for the following data
relating to ban deposits (in crores).

Year 1995 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Deposits 900 976 984 996 1024 1040 1080 1128 1144 1135 1140 1168 1196

4. Following data gives the sales of a company for the years 2002 to 2012.

Year 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Sales(*0000) 500 465 430 415 3839 381 377 356 349 342 338

a. Calculate the trend value.

b. Estimate the salesin 201 5.

g



Chapter 13

Inex Numbers

Y%

Index number s one of the most widely
used statistical devices. Consider the

Significant Learning Qutcomes

price of a commodity in a particular After the completion of this chapter, the
year. This price may be an increased learner:

price or a decreased price based on m Explains the concept of index
the pricein the previous year. Similarly, numbers.

consider the production of a certain m Constructs different kinds of
commodity or sales of a product in a stimple and  weighted index
particular period. It may be higher or numbers.

lower when compared with the m Interprets the value of index
pl"eViOUS period, Index numbers are numbers.

used to describe these types of m Identifics and uses consumer price
phenomina. Index number gives the index number.

net variation in percentages.
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. Look at the following table. The table indicates the prices of commodities in 2012 and
2013 consumed by a family.

Commodities Price per unit Percentage of  Type of variation
2012 2013  decrease/increase

Rice 20 24 20% Increase

Sugar 30 40 33% Increase

Cooking gas 450 500 11% Increase

Ege 5 3 40% Decrease

Tomoto 24 22 8.3% Decrease

_ Fromthe table it can be observed that the given
. prices of some commedities are increased while

-~ that of others are decreased. Index number Historically, the first index was

constructed in 1764 to compare
the Italian price inded in 1750 with

the price level in 1500.

- "Index number is a statistical measure designed

o to show changes in a variable or a group of

related variables with respect to time, geographic location or other characteristics such
as income, profession etc” - Spiegel.

. provides a single figure to represent the net
- variation.

- Index number 1s a relative measure. It 1s always computed for a specific purposefora
~ specific time. The period or year for which index number is calculated is called current
- period or current year. Index number measures the relative change with reterence to
 atime period, which 1s termed as Base year or Base period.

13.1 Classification of Index Number

- Based on the characteristics of index numbers, we can classify index number as:
1) Priceindex number
- 2)  Quantity index number

- Todiscuss these in detail, we should be familiar with price relative, Let us discuss that:

#@Price index number

. Price index numbers are used to describe the relative change in the price in a particular
- period of time. The relative change in the Price is called Price relative. Ifp and p,
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denote the pl}i}:e of a commodity during base year and current year respectively, then
1

the ratio = p is called price relative. It 1s usually expressed in percentage.
0
Example: The retail price of rice in the year 2012 was Rs. 26 and that in the year

2013 was Rs.30. Find the price relative.

P
Price relative = ;Tl w 100
4

Here p =30, p,=26.

. ) P
Pricerelative = — % 100
il

= £><100
26

=115.39

A price index number is a pure number which measures the net variation in the price of
a group of commodities for a specitic period called current year with respect to some
reference period called base year.

If p, p, denote the prices of a commodity in the base year and current year
P,
respectively, then the ratio in percentage [T] % 1001s called the price index number.
4
For example: The price index number of a group of commodities for a year 2012 15 250
with respect to the year 2010. This indicates that the variation in price is 150%.

Quantity Index Number

Instead of comparing the price we may be interested in comparing quantity of
consumption or of production and so on for a particular peried based on the previous
period.

If q,and q, denote the quantity of a commodity during base year and current
¢
—x100

4y

13.2 Types of Index Numbers

There are two types of index numbers - Simple index numbers and Weighted index

year respectively, then the ratio in percentage is called quantity index.

numbers.

Let us discuss them in detail.



Simple average for relative 1s termed as simple index number.
Different simple index numbers are

a)  Simple arithmetic mean{ A. M) index

b) Simple geometric mean{GM) index

¢}  Simple harmonic mean{H.M) index

d) Simple aggregate index

q . Piy 100 c c
If price relative =x, and number of items is # then:

1] ZX

a) Simple arithmetic mean (AM) price index number = s

b) Simple Geometric Mean (GM) price index number = V X)X Xy X XX

i

¢} Simple Harmonic Mean (HM) price index number = L

Z_

X

lllustration 13.1
Compute a price index for the following by using:
1) Simple arithmetic mean{ A. M) index
2)  Simple geometric mean{(G:M) index
3)  Simple harmonic mean{H.M) index

Commodities Price perkg. in 2012 Price perkg. in 2014
Beens 20 25
Potato 30 30
Tomato 10 15
Onion 25 35
Solution:
P 100
Py
Beens 20 25 125
Potato 30 30 100
Tomatoe 10 15 150
Onion 25 3 140
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Xy 515
1) Simple A M price index = 727212&?5

2) Simple GM price index number = ﬂaq XX, XXX,

4125x100x150x140 = 127.29
F

3) Simple H M price index number = > 1
X

= L 1 1 T =142
125 100 150 140

d) Simple Aggregate Method:
This is the simplest method ot constructing index numbers.

Simple aggregate index

_ The total of current year prices for various commodities <100

The total of base year prices of various commodities

Zp,
2
Where p = current year prices for various commuodities.

x 100

p, =base year prices for various commodities.

2P
Simple aggregate price index number = S pl
]

l”“ lllustration 13.2
b From the tollowing data construct anindex number tor 2013 taking

i

i 2012 as the base.

%100

—— Commodities Price in 2013(in Rs) Price in 2012(in Rs)
Rice 32 28
Oil 88 75
Sugar 40 35
Wheat 22 18
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Solution:
Commodities
Rice 32 28
Qil 88 75
Sugar 40 35
Wheat 22 18
182
Simple aggregate index = %xlﬂo = —x100 = 116.67
p, 156

This means thatin 2013 there is a net increase in the price of commodities in the index
to the extent of 16.67% as compared to 2012,

TN ..)VH; S
NGV

e
'\

Collect the prices of some commaodities m the previous year
and the present year with the help of newspapers, website, ete.
Then calculate

a) Simple A.M Index

b) Simple GM Index

¢) Simple HM Index

d) Simple Aggregate Index

7 o Know your progres®

l‘ ol 1) Fromthe given table, calculate:
a) Simple A M. price index

b) Simple GM price index
¢) Simple HM price index

d) Simple aggregate index
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Commodities perkg  Pricein 2013 Price in 2014
A 28 25
B 33 30
C 18 15
D 25 35

2, Compute simple aggregate index from the following data

Commodities Pricein 2013(in Rs.) Pricein 2012(in Rs.)
Rice 30 28
Ol 105 95
Sugar 39 35
Wheat 22 18

eighted Index Number

In simple index numbers equal importance is given to all the items. But in many cases
the item may have difterent importance. In such cases simple index number fails to _:
measure the net variation. Hence we have to consider the relative importance of items
ma group. If we consider their relative importance, we get weighted index number.
Weighted index numbers are weighted average price relative. Weights are assigned to
the price relative according to their relative importance. '

In weigted index number, the relative importance of a commodity is measured in terms
of money spend on that commodity. That is pq, where p is the price per unit and ¢ isthe -
quantity consumed. Thus we have difterent weights p q,, p,q,. p,g, and p,q,.

Commonly used weighted index numbers are:
1) Laspeyre’s price index number (L)
2) Paasche’s price index number (P)

3) Fisher’s price index number (F)

4) Weighted aggregate index number

We can derive the formula for each of the index numbers by using the formula of weighted
2wx

arithmetic mean. (We know that the weighted arithmetic mean=
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1) Laspeyre’s price index number:

The Laspeyre’s price index number is a weighted price index number, where the weights
are determined as per the Base period.

Here X=10x100_

p[] W= p|)q(_|
P, ¥ P 100
Then Lwx = Py
Tw g,
= P4 109
2P
Ipd.
L s price index number L = 5~ > 100
aspeyre s pI‘lCS 1NAaex numper ZPU(L-]

2) Paasche’s price index number:

The Paasche’s price index 1s a weighted price index in which the weights are determined
as per the current (given) year

Here w=p,q,

I
Swx Zp,g, x " x100

Then = a
Zw Yp,g,
_ 2900
Eivl)ql
P,
Paasche’s price index P= 5. —x100
aascne spnce maex Ep[]q]

3) Fisher’s price index number;

Fisher’s price ndex number 1s the geometric mean((zM) of the Laspeyer’s and Paasche’s
price index number.

That is, Fisher’s price index number, (F)=JILx P

F — ’Ep]qi] % Zp1ql XIOO
zp qu zple
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Fisher’s price index number is the 1deal index number.
Why it is known as the Ideal index number ?
The following are the reasons.

1) ltisthe geometric mean of Laspeyer’s and Paasche’s index number. Theoretically
(.M is the best average tor constructing index numbers.

2) It takesinto account both current year and base year prices and quantities.
3) Iltisfree from bias.

€ Fabdl (llustration 13.3
| r Construct index number of price trom the tollowing data by applying

1) Laspeyer’s method

2) Paasche’s method

3) Fisher’s method

Commodities 2013 2014
Price (Rs.) | Quantity (Kg.) | Price (Rs.) | Quantity (Kg.)
Ghee 40 1 60 1
Rice 30 20 36 24
Wheat 26 5 30 4
Solution
Commodities _ _ pda, P, P4, P9,
Ghee 40 1 60 1 40 40 60 60
Rice 30 20 36 24 600 720 720 864
Wheat 26 5 30 4 130 104 150 120
Ipg,
PRI - ——x100
1) Laspeyre’s price index L S,
_ 239 00
770
= 12078
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2)

3) Fisher'sindex, p — /7. x P

J120.78x120.83
120.80

(‘; Tilustration

[
S

b

Paasche’s price index P

00
Epl)'ffl

1044><100
4

120.83

 lllustration 13.4

From the following data construct Fishet’s mdex number

for the group of four commodities,
‘.

Commodities Base year Current year
Price Quantity Price Quantity
A 2 20 5 15
B 4 4 8 5
C 1 10 2 12
D 5 5 10 6
Solution:

Commodities , , P, P9, P9,

A 2 20728 15 100 40 s 30

B 4 4 3 5 32 16 40 20

C 1 [ 2l 200 10 24 12

D 5 S0 s G5 60 30
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pd, Ipg
Fisher’sidealindex, F ~ \/; x100
Py 2P

_ o1
91 92
=219.12

4. Weighted Aggregate Index Number

Total expenditure in the ciarent year

%100

Weighted aggregate index mimber = — : -
Total expenditure in the base year

= 2P0 jop
EPDCI’D

Weighted aggregate index number = Ip g %100
EPDCI’D

lllustration 13.5

!g Tllustration
Lo

Calculate wieghted aggregate index from the following data

ﬂ : Commodities Base year Current year
Kg. Rate Kg. Rate
Bread 10 3 8 325
Vieat 20 15 15 20
Tea 2 25 3 23
Solution
Commodities
Bread 3 10 3.25 8 30 26
Veat 15 20 20 15 300 300
Tea 25 2z 23 3 50 69
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Weighted aggregate index number

7% Know your progrese

P 100
2Py

5
39 x100

380

1, Construct the index number by using;

a) Laspeyre’s method

b) Paasche’s method

¢) Fisher’s method

Current year

Commodities Base year
Price Quantity
A 22 16
B 14 9
C [ 10
D 15 8

Commodities Base year

Price  Quantity
25 15
12 8
15 12
14 10

Bread 12 6
Meat 27 75
Tea 5 65

8 3
18 95
3 73
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13.3 Consumer Price Index (Cost of Living Index)

The consumer price index mumber tells us about the variation in the cost of living of only
one group of persons living 1n a particular region. By region we mean here an area
within which retail prices are almost equal. By groups we mean classes distinguished
from each other on the basis of income or habits. Thus there cannot be one cost of
living index number for any class of workers of the whole country, because retail prices
in different places ditfer and the pattern of consumption is also not alike in different
localities. Similarly we cannot have a cost of living index number for the whole population
of a particular town because groups on various commodities vary in different ways and
the relative importance of various commodities to all persons is not identical.

Still consumer price index number in some situations give better information than general
price index numbers.

The main objectives of consumer price index number is to know the direction (increase
or decrease) in the cost of iving of the consumer. Since the effect of price changes is
not uniform on all class of people, different consumer price index numbers are constructed
tor difterent classes of people.

Consumer price index mdicate the relative change in a basket of goods
and scervice (same set of commoditics and service) consumed at two
time periods.

Total expenditure in the current year

Cost of living index = x100

Total expenditure in the base year

e, Cost of hving mdex = %x'] 00
P,

‘The consumer price index 1s probably the best known price mdex. It 1s
published by the U.S Bureau of Tabour Statistics and 13 based on the
price of several hundred items. The base vear 1s 1967.For obtaining the
base year quantitics used as weights the Burcau of Labor Statstcs
mterviewed thousands of families to determine their consumption
patterns smce C.DI reflects the general price level m the country.
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4 ~lllustration 13.6
[ {

" Construct cost of living index number for the year 2014

-E . from the followmg data

Commodities Price Quantity
2013 2014 2013 2014

A 8 80 100

B 3 4 90 100

C 7 7 60 60

D 11 14 20 25

Solution:

Commodities
A 8 80 100 640
B 90 100 360
C 7 60 420
D 11 14 20 280

Total 1310 1700

2P 100
Zp(l(:{(l
1700

1.e, Cost of living index

Commodities

A 15
B 13
C 17
D 11

2012

1310

129.77

Price

14
20
19
14

%100

2014

Quantity
2012

75
80
60

Construct cost of living index number for the year 2014 from
the following data

98
90
50
25
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13.4 Characterstics of Index Numbers

Index numbers are expressed in percentages. They are used for comparison.
Index numbers are specialised averages.

Index number 1s a relative measure.

Ll A

Index numbers measure change in some quantities which cannot be observed
directly.

LA

Index mumbers are described as econemic barometers. Index numbers are used
to take the pulse of economy and serve as indicators of inflationary or deflationary
tendencies.

6. Index numbers are computed for a specific purpose

13.5 Uses of Index numbers

1) Help in framing suitable policies:

Many of the economic and business policies are guided by index numbers. Fixing of
wages and dearness allowances is mainly based on consumer price index. Many
economi¢ policies like volume of trade fixing of whole sale and retail prices, wage
policy, fixing of price taxation, house rent allowance, etc. are guided by index numbers.

2) Help in studying trend:
Index numbers are most widely used for measuring changes over a period of time. With

the help of index numbers it is easy to find out the trend of export, import, balance of
payment, price national incomes, etc.

3) Helpin forecasting future economic activity:

Index numbers are useful not only in studying the past and present working of our
economy, but they are also important in forecasting future economic activity. Index
numbers then are often used in time series analysis, the study of long-term trend, seasonal
variations and business cycle development.

4) Help in measuring real wages:

Money wages

%100

Real Wages =
Cost of living index
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5) Help in measuring purchasing power of money:

1
Cost of living index

Purchasing power of money =

6) Index number is used to study the inflation and deflation:

S Liletriis conclude

In this chapter we have discussed index numbers and different types of index numbers.

Index numbers measure the relative change in the level of a phenomenon with respect
to time, geographical locations or some other characterstics. Price index numbers are
used to describe the relative change n prices of group of commodities changing with
respect to time.

The simple aggregate index s used to construct a price index which 1s equal to the total

of current year prices for the various commodities is divided by the total of base year
prices and quotient is multiplied by 100. Simple average of price relatives is used to
construct a price index. First of all price relatives are obtained for the various items
included in the index and then the average of these relatives is obtained using any one of
the measures of central values A M, GM or HM.

In weighted index numbers, certain weights are to be assigned to the prices of the items
depending on their relative importance. The important weighted index numbers are a)
Laspeyre’s index, b) Paasche’s index , ¢) Fisher’s index and d) Weighted aggregate
method.

For Questions 1-6 : choose the correct answer from the given choices.
1) Index number is:
a) a Measure of relative change  b)  aspecial type of average

¢) apercentage relative d) all the above
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2) Consumer price index number is constructed tor:
a) Well defined section of people  b) All people
¢) Factory workers only d) Allthe above
3) Most preferred type of averages for index number is:
a) Arithmetic mean b) Geometric mean
¢) Harmonic mean d) None ofthe above
4)  Index number helps:

a) In framing of economic policies  b) In assessing the purchasing power of
money

¢) For adjusting national income d) All the above
5) Laspeyer’sindex formula uses the weights of the:
a) Base year b) Current year
¢) Averages of the weights of a number of years  d) None ofthe above
6) The weightsused in Paasche’s formula belongs to:
a) The base period b)  The current period
¢) To any arbitrary chosenperiod d) None of the above
7)  Define Index number.
8) Index numbers are called ‘economic barometer’. Why?
9)  Explain uses of index numbers.
10) Distinguish between simple and weighted index numbers.
11) Define Laspeyer’s and paasche’s index numbers.
12) Fisher’sindex number is called ideal index number. Why?
13) Explain the cost of living index.

14) Construct anindex number for 2014, taking 2012 as base for the tollowing:

Commodity Price in 2012 Price in 2014

B 40 50
& 90 110
D 30 15
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15) From the following data construct an index for 2014 using simple aggregate method.

Commodity Price in 2013 Price in 2014
A 50 70
B 40 60
C 80 90
D 110 120
E 20 20

16) The following are the prices of four commodities in 2012 and 2013. Calculate
a) The simple A.M price index
b) The simple GM price index
¢) The simple H.M price index for the year 2013 with the year 2012 as base,

Commodity A B C D
Price in 2012 16 25 8 20
Pricein 2013 32 28 14 30

17) From the following data, construct an index for 2014 taking 2010 as base by the
averages of relatives method using a)AM b) GM

Commodity Price in 2010 Price in 2014
A 50 70
B 40 60
C 80 90
D 110 120
E 20 20

18) Calculate Fisher’s price index from the following data.

Commodity Base Year Current Year
Price Quantity Price  Quantity
A .25 5] 15 5
B 8 10 12 11
C 4 6 5 6
D 1 4 1.25 8
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19) From the following data, prepare weighted index by using
a) Laspeyre’s method
b) Paasche’s method

c) Fisher’s method

Commodity 1 Commodity 2 Commidity 3

Price Quantity Price Quantity  Price Quantity
2011 5 10 3 6 6 3
2014 4 12 7 7 5 4

20) Using the tollowing data, calculate
a) Laspeyre’s index

b) Paasche’s index
) Fisher’s price index
Commodities Base Year Current Year
Price Quantity Price  Quantity
A 15 5 25 8
B 20 8 28 7
C 30 3 40 4

21) From the tollowing data costruct a price index number by using Fisher’s method

Commodity Base Year Current Year

A 2 40 5 75
B 4 16 3 40
C l 10 2 24
D 5 25 10 60
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22) Construct cost of living index number for the year 2013 from the following data

Commodities
Price Quantity Price  Quantity
B 18 9 28 12
C 10 7 20 10

23) Construct the consumer price index from the following data

Commodities
Price Quantity Price  Quantity
Beens 20 8 40 )
Meat 50 10 60 5
Wheat 20 20 20 28

24) Calculate weighted aggregate index from the tollowing data

Commodities Base year Current year
Price Quantity Price  Quantity
A 15 5 25 8
B 20 8 28 7
C 30 3 40 4
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Alternative hypothesis
ANOVA

Assignable Causes

Bernoulli trial

Binomial Distribution

Central Limit Theorem

Chance Causes
Chi Square test

Chi-square variable
Coefficient of Correlation

Components of time series

Confidence Interval

Consistency

Contingency Table

Continuous Random Variable :

Control Chart

Correlation
Covariance
Critical region

Critical Value

Cyclical variation

: The hypothesis which complements null hypothesis

appEnDIX [EE)

: Analysis of Variance - Test for significance of several

means.

: Causes whose effects can be measured and

controlled.

: A process in which each trial has only two possible

outcomes, the probability of the outcome at any
trial remains fixed over time, and the trials are
statistically independent.

: Discrete distribution in which there are only two

possibilities on any one trial

: Sum of large number of independant random

variables follow normal distribution.

: Causes whose effects are beyond the human control.
: Test used to analyse the independance of two

attributes,

: Square of a Standard normal variable
: Quantitative measure of linear correlation of two

variables.

: The type of movements characterizing a time series.

: An interval which contains the true value of the

parameter

: A property of the estimator to give a stable result.

: Observations arranged in a two way table to test

independance of attributes.

A random variable, which takes all values within a
certain interval.

: Quality Control Chart is used to evaluate whether a

process in a statistical control

: Study of degree of relationship between variables.
: Variance of two variables together.
: The region at which the null hypothesis is rejected.

: The value that divides the acceptance region from

the rejection region

: Periodic movements which are not of fixed period.
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Degrees of freedom : Number of independent observations

Discrete Random Variables : If the values of a random variable are finite or
countably infinite

Efficiency : A property of the estimator, where the variance is
minimum.

: The value of an estimator

Estimate
Estimation of Parameter : Process of estimating the parameter

Estimator : Statistic used to estimate a parameter
F

Fisher's Index Number : Weighted aggrgate price index in which both base
year and current year quantity are considered.

: Snedcors F variable

Free hand curve method : Plot data on the graph and then draw straight line
on the graph by eliminating ups and downs by mere
observation

Index Numbe : Measure used to study the percentage change in
price (or Quantity)

Inferential Statistics : Branch of statistics used for determining unknown
aspects of a population

Interval Estimation : Suggests an interval which is expected to contain
the value of the parameter

Irregular variations : Variations arises due to some irregular
circumstances.

Karl Pearsons Correlation : Measure of degree of linear relationships

Laspayer's Index Number : Weighted aggrgate price index in which base year
quantity is considered.

LCL : Lower Control Limit

Level of significance : Probability of a Type | error

Lower Control Limit : The bottom end line of control chart

Mathematical Expectation : Arithmetic mean of a random variable

Method of least squares : Trend line obtainned by using the principle of least
squeare

Moving Average : Series of arithmetic means of time series in

particular interval of time to study the trend.

Normal Curve : Bell shaped mesokurtic symmetriic curve.

Normal Distribution : Most widely used continuous probahbility
distribution

np Chart : A quality control chart for attributes which shows the

actual number of defectives found in each sample.
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Null Hypothesis

: The hypothesis which states that there is no
difference between a parameter and a specified
value of parameter.

Paasche's Index Number : Weighted aggrgate price index in which current year
quantity is considered.

Parameter : Function of population

Perfect correlation : Perfect positive {r=1), perfect negative (r= -1).
Periodic movements : Data which varies in recognizable oscillations.
Point Estimation : Suggests a single value for the parameter

Poisson Distribution : The probability distribution of the number of

occurances of rare events in a series of trials.

Power of a test : The probability of rejecting HO when it is false.
Price Relative : Price index number of a single commodity
Principle of least squares : The sum of squares of the actual values and the

estimated values should be the minimum.
Qualilty : When a produt delivers what is stipulated in its
specifications.

Qualilty Control : The collection of strategies, Techniques and actions
taken by an crganisation to ensure the production
of quality products.

R - Chart : A plot of sample ranges used in quality control

Random Variables : A variable whose value is determined by the
outcome of a random experiment .

Regression Analysis : The process of constructing a mathematical model

or function, that can be used to predict or determine
one variable by any other variable.

Rejection Region : The region at which the null hypothesis is rejected.
Sampling distribution : Probability distribution of a statistic

Seascnal variation : The fluctuations which are of fixed and known period.
Secular trend : Tendency of a data to grow or decline aver a long

period of time.

Semi average method : Divide the data into two equal parts and find the
average of each part. Plot it against the midyear of
each part and the trend line is obtained by joint
these points straight line.

Snedecor's F variable : Ratio of two Chi-square variables

Spearmans Rank Correlation : Correlation coefficient for qualitative data.
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: Standard deviation of a statistic

Standard error

Standard Normal Variable : A normal variable with mean 0 and variance 1

Statistic : Function of sample
Statistic : Any fuction of a sample
Statistical hypothesis : An assumption about an unknown population

parameter or distribution.

Students t variable : Ratio of standard normal variable to the square root
of the ratio of Chi-square to its degrees of freedom.

Sufficiency : A property of the estimator, where the estimator

processes all the information about the population,
contained in the sample.

: Student's t variable

: A test in which the test statistic follows a t -
distribution. Usually used for testing the mean of
normal pepulation when standard deviation of the
population is unknown.

Test statistic : The statistic used for testing a parameter.

Time series : A sequence of data arranged in chronological arder.

Trend : A long-run general direction of a time series over a
period of several years.

Type | error : Reject the null hypothesis when it is true.

Type Il Error : Do not reject the null hypothesis when it is false.

UCL : Upper Control Limit

Unbaisedness : A property of the estimator, where the expected

value of the estimator coincides with the actual
value of the parameter.

Upper Control Limit : The top line of a control chart

X - Bar Chart : A quality control chart which is used to monitor
changes in average of a process.

Z : Standard Normal variable

Z - Score : The value of the normal variable transformed to

standard normal.

7 - test : A test in which the test statistic follows a standard
normal distribution. Usually used for testing mean
of a population.

Z Transformation : Transformation of a normal variable to standard
normal.
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Standard Normal Table

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

1.7

0.4554

0.4564

0.4573

0.4582

0.4591

0.4589

0.4608

0.4616

0.4625

0.4633

1.8

0.4641

0.4649

0.4656

0.4664

0.4671

0.4678

0.4686

0.4693

0.4699

0.4706

1.9

0.4713

0.4719

0.4726

0.4732

0.4738

0.4744

0.4750

0.4756

0.4761

0.4767

2.0

0.4772

0.4778

0.4783

0.4788

0.4793

0.4798

0.4803

0.4808

0.4812

0.4817

2.1

0.4821

0.4826

0.4830

0.4834

0.4838

0.4842

0.4846

0.4850

0.4854

0.4857

2.2

0.4861
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Table of t - distribution

Degrees of
Freedom

Two Tailed 5 b 0.1 005 | 0.025 | 0.02 0.005
One Tailed L 0.05 | 0.025 | 0.0125 | 0.01 0.0025
1 6.314 | 12.706 | 25.452 | 31.821 127.321

Level of Significance {et)

2920 | 4303 | 6205 | 6.965 14.089

2353 | 3.182 | 4177 | 4541 7.453

2132 | 2,776 | 3495 | 3.747 5.598

2.015 | 2.571 | 3.163 | 3.365 4.773

1.943 | 2.447 | 2969 | 3.143 4.317

1.895 | 2.365 | 2.841 | 2.998 4.029

1.860 | 2,306 | 2752 | 2.896 3.823

W e |~ n | B W N

1.833 | 2.262 | 2685 | 2821 3.690

=
o

1.812 | 2.228 | 2634 | 2.764 3.581

[y
=

1.796 | 2.201 | 2593 | 2.718 3.497

[
M

1.782 | 2.179 | 2560 | 2.681 3.428

=
w

1.771 | 2.160 | 2.533 | 2.650 3.372

14 0.692 | 1.200 | 1.345 | 1.761 | 2.145 | 2510 | 2.624 | 2.977 | 3.326
15 0.691 | 1.197 | 1.341 | 1.753 | 2.131 | 2490 | 2.602 | 2.947 3.286
16 0.690 | 1.194 | 1.337 | 1.746 | 2.120 | 2473 | 2,583 | 2,921 3.252
17 0.689 | 1.191 | 1.333 | 1.740 | 2.110 | 2.458 | 2.567 | 2.898 | 3.222
18 0.688 | 1.189 | 1.330 | 1.734 | 2,101 | 2.445 | 2.552 | 2.878 | 3.197
19 0.688 | 1.187 | 1.328 | 1.729 | 2.093 | 2.433 2.539 | 2.861 3.174
20 0.687 | 1.185 | 1.325 | 1.725 | 2.086 | 2423 | 2.528 | 2.845 3.153
21 0.686 | 1.183 | 1.323 | 1.721 | 2.080 | 2414 | 2518 | 2831 3.135
22 0.686 | 1.182 | 1.321 | 1.717 | 2.074 | 2405 | 2508 | 2.819 | 3.119
23 0.685 | 1.180 | 1.319 | 1.714 | 2.069 | 2.398 | 2.500 | 2.807 | 3.104
24 0.685 | 1.179 | 1.318 | 1.711 | 2.064 | 2.391 | 2.492 | 2.797 | 3.091
25 0.684 | 1.178 | 1.316 | 1.708 | 2.060 | 2.385 | 2.485 | 2.787 | 3.078
26 0.684 | 1.177 | 1.315 | 1.Y06 | 2.056 | 2379 | 2479 | 2779 3.067
27 0.684 | 1.176 | 1.314 | 1.703 | 2.052 | 2373 | 2473 | 2771 3.057
28 0.683 | 1.175 | 1.313 | 1.701 | 2.048 | 2368 | 2.467 | 2.763 3.047
29 0.683 | 1.174 | 1.311 | 1.69% | 2.045 | 2364 | 2.462 | 2.756 | 3.038
30 0.683 | 1.173 | 1.310 | 1.697 | 2.042 | 2.360 | 2.457 | 2.750 | 3.030
40 0.681 | 1.167 | 1.303 | 1.684 | 2.021 | 2329 | 2423 | 2.704 | 2971
60 0.679 | 1.162 | 1.296 | 1.671 | 2.000 | 2.299 | 2.390 | 2.660 | 2.915

120 0.677 | 1.156 | 1.289 | 1.658 | 1.980 | 2270 | 2358 | 2,617 | 2.860

Infinite 0.674 | 1.150 | 1.282 | 1.645 | 1.960 | 2241 | 2.326 | 2.576 | 2.807
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Constants for control charts (SQC)

€3=0.0498, ¢~ %1=0.9048 and e ** = 0.0111

e A values for two decimals

Example: 18 a2y 2P P320,3012%0.9704=0.2923

Example:
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APPENDIX

We already discussed R software in Plus One Class. In continuation with that here also
we introduce R codes of some important statistical functions.

Some important Remarks: In R codes any statement after the character & will be
ignored by the compuiter. Such statemenis are used for illusiraiing the respective
codes. In this tutorial the R codes are printed in font soyle courier New.,

1. Correlation

The R codes plot gives the scatter diagram and cor computes the correlation coefficient
between two set of observations.

Example: Following are hours worked and grade received for 10 students taking
some class. Find Karl Pearson’s correlation coeflicient between hours and grade. Also
tind the Spearman’s coefficient.

hours : 2,76,40,6.16,28,27,59 46 68
grade : 91,79,21,14,74.47,85,84.88,13

R code

hours= ¢(2,76,40,6,16,28,27,59,46,68) #enter
variable: hours

grade= < (91,79,21,14,74,47,85,84,88,13) #enter
variable:grade

plot (hours,grade) #plots the scatter diagram
Output

B0
1

graze
B0
1

40

3
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R code{Conts.)

r=cor (hours, grade) #compute correlation coefficient
r#prints wvalue of correlation coefficient

Output

[1] -0.01871455

R code{Conts.)

s=cor (hours, grade,method = “spearman”) #compute
spearman’s correlation coefficient

s #prints wvalue of spearman’s correlation
coefficient
Output

[1]-0.1878788

The R codes Im fits linear regression model and summary prints the summary of linear
egression including regression coetlicient and more.

Example: Find the regression equation of “grade” on “hours” in example of section 1.
R code

model=lm{grade~hours)# fits linear regression of
grade on hours

sunmary (medel) # gives the summary of regression.
Output

Call:

Im{formula = grade ~ hours)

Residuals:
Min 1Q Median 3Q Max
-46.33 -32.09 17.12 2511 30.57
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Coeflicients:

Estimate Std. Error  tvalue Pr(=t])
(Intercept) 60.47739 19.83815  3.049 0.0159 *
hours -0.02384 0.45033 -0.053 0.9591
Signif codes: 0 _S*** S0.001 S** §0.01 _S§* §0.05 8. S0.1_§ SI
Residual standard error: 34.48 on 8 degrees of freedom
Multiple R-squared: 0.0003502, Adjusted R-squared: -0.1246
F-statistic: 0.002803 on 1 and 8 DF, p-value: 0.9591

Conclusions: From this one can read the regression coefficient of grade on hours as -
0.02384 and regression equation as

grade=60.47739+ (-0.02384)hours

Remark: To find the regression equation of “hours” on “grade” use R code as

model=1m(hours~ grade]

summary (model)

3. Binomial Distribution

(a) The code dbinom gives the probability of a specified number of successes.
R Code

dbinom(3,10,0.5) # gives fthe probability of 3
successes 1n binomial distributicon with parameters
n=10 and success prcbhbability=0.5

Output
[1]0.1171875

{(b) The code pbinom gives the cumulative probability up to a specified number of
successes.

R Code

pbinom{3,10,0.5) # gives the probability of 1 or 2
or 3 successes 1in binomial distribution with

parameters n=10 and success prchability=0.5

3
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Output

[1]0.171875

(¢) The code rbinom produces ‘number of successes’
R Code

rbinom(25,10,0.5%) # gives number of successes in 25
repetition of bkinomial trials with parameters n=10
and success probability=0.5

Output

[11257525065137549277554750656

4. Poisson Distribution

(a) The code dpois gives the probability of a specified number of events.
R Code

dpois(5,3) # gives the probability of 5 events in

poisson distribution with parameter A=3,

Output

[1] 0.1008188

(b) The code ppois gives the cumulative probability up to a specified number of events.
R Code

ppois(5,3) # gives the probability of 1 or 2 or 3
or 4 or 5 events in peoisscon distribution with
parameter A=3.

Output

[1] 0.9160821

(c) The code rpois produces ‘number of events’
R Code

rpois (25,3) # gives number of events in 25 repetition
of polisson distribution with parameter A=3.
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QOutput

[111343634447343553141422632

5. Normal Distribution

(a) The code dnorm gives the density of a specified value of normal random variable.

R Code

dnorm{98,100,2.5) # gives the density at x= 98 in
a normal distribution with parameters mean=100 and
standard deviation=2.5.

Output
[1] 0.1158766
(b) Thecode pnorm gives the cumulative probability up to a specified vale.

R Code

pnorm(98,100,2.5) # gives the cumulatiwve
probability up to 98

Output

[1] 0.2118554

(c) The code rnorm produces normal values (that is a random sample from normal
distribution)

R Code

rnorm{25,100,2.5) # gives 25 normal wvalues 1in a
normal distribution with parameters mean=100 and

standard deviation=2.5.

Output

[1] 98.17180 97.14955 10279323 9932077 104.61441 101.25060 98 53690
[8] 100.02138 96.73600 100.94530 101.83515 99.10494 101.10174 99.65576
[15] 100.09922 100.42579101.65153 101.72664 99.52983 101.61313 93.79264
[22] 96.58186 10211653 101.69954 98 47495
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Remark: [fthe parameters are not specified then outputs are for standard normal
distribution. For example,
R Code

rnorm(25) # gilves 25 normal values 1n a normal
distributicn with parameters mean=0 and standard
deviation=1.

Output

[1] 0.05959739 -0.02127060 0.67488057 0.38826038 -0.200460064 -
0.51904706

[7] 1.96104590 1.09615971 -0.73990959 1.83091371 0.52441002 -0.08380924

[13]-1.22225460 -0.15108502 -0.19495669 1.63919772 -1.204006924
1.79266343

[19] -1.37055720 -1.41156860 -1.29116645 -0.42900737 2.74226453 -
0.12517713

[25] 1.03706320

6. Standard Normal Tables

Standard normal table gives
(1) The probability P(Z < z) for a specitied value ot z and
() The value of z for the specitied vale of P(Z < z)
The R codes are respectively
pnorm and qnorm
Examples

1. pnorm{1.926)#gives the cumulative probability up
to z=1.96

Output: [1] 0.9750021

2. gnorm(0.,9750021) # gives the wvalue of standard
normal variable for which the cumulative probability
is 0.9750021.
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Output: [1] 1.96

7. Testing of Hypothesis

1. Onesample t-test

The code t.test tests the hypothesis that the mean of a normal population has a specified
valie when the standard deviation is unknown.

Example(1): Suppose the extra hours of'sleep in 15 patients after administering a new
drugare: 0.7 -1.6 -0.2 -1.2 -0.1 3437 08002019028 1.1 0.1-0.1. Can
you conclude that average increase in sleeping hours by the drugis 1.5 hours.

R Code

xtra=c{ 0.7,-1.6,-0.2,-1.2,-0.1, 3.4, 3.7, 0.8,0.0,
2.0,1.9,0.8,1.1, 0.1, -0.1)

C.test (xtra,mu=1.5)

Output

One Sample t-test

data: xtra

t=-1.931, df = 14, p-value = 0.07398

alternative hypothesis: true mean is not equal to 1.5

95 percent confidence interval:

-0.07598419 158265085

sample estimates: mean of x 0.7533333

Conclusion: Since p-value of the test is 0.07398 and is greater than 0.05, the null
hypothesis is accepted at 5% level of significance. Also one can compare the computed
value of the test statistic, namely, |t|=1.931 with table value ot t with df=14, namely
2.14. Since [t| 1s less than the table value we accept the null hypothesis at 5% level of
significance. Note that p-value of a test 1s a credibility measure of the null hypothesis.
Remark: In one sided alternative hypothesis the R codes are:

t.testi{xtra,mu=1.5,alternative="less”) -for left tailed test
and t.test({xtra,mu=1.5,alternative="greater”) - for right
tailed test

2. Twosamplet-test

The code t.test also tests the hypothesis that the mean of two normal populations
are equal when the standard dewviations are not known.
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Example(2): Suppose the extra hours of sleep in a group of 10 patients after
administering drug A and inanother group of 12 patients after administering drug
B are respectively as follows
Extral= 0.7,-1.6,-0.2,-1.2,-0.1,3.4,3.7,0.8,0.0, 2.0
Extra2=1.9,08,1.1,0.1,-0.1,4.4,55,1.6,4.6,34,2.5,05
Can you conclude that drug B is more effective than drug Ain promoting sleeping
time? Why?

R Code

xtral=c(0.7, -1. 3.

0.0, 2.0 )

6, -0.2,-1.2,-0.1, 4,

xtraz=c(l1.9, 0.8, 1.1, 0.1,-0.1, 4.4, 5.5, 1l.¢,
4.6, 3.4, 2.5, 0.5 )

t.test (xtral,xtraz,alternative="less”]

Output

Welch Two Sample t-test

data: xtral and xtra2

t=-1.835, df = 19.628, p-value = 0.04085

alternative hypothesis: true difterence in means is less than 0
05 percent confidence interval:

-Inf-0.08539332

sample estimates:

mean of x mean of y

0.750000 2.191667

Conclusion: Since the p-value of the test is 0.04085 and is less than the level of
significance 0.05, wereject the null hypothesis.

Remarks

1. Inthis method we assume that variances of two normal populations are not equal.
Hence an approximation of the estimator ot the pooled variance(called Welch
approximation) is used in computation.

2. If, in case, the true variances are same we use the following R code:
t.test(xtral xtra2, alternative="less” var.equal=TRUE)

[ %]
[ )
Y]
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Paired t-test

The code t.test also tests the hypothesis that the mean of two normal populations
are equal when the samples are depended. The R code to this test 1s

t.test (xvlues, yvalues,palred=TRUE)
Chi-square tests

The code chisq.test performs the chi-squared test of independence in a contingency
table for two attributes.

Example: Following table gives the summary of an opinion survey regarding popularity
of candidates of Democrat, Independent and Republican parties among Male and Female
voters. Test whether “gender’ and “party affiliation’ are associated.

party
gender Democrat Independent  Republican
M 762 327 468
F 484 239 477
R code

M = as.,tablei{rbind({c(762, 327, 468), c(484, 239,
477)) ) #prepare the table.

dimnames (M} = list{gender = c(™M”7,”F")party =

¢ (“Democrat”, "Independent”, “Republican”))#f#add row
and column names to the table.

M #print the contingency table.#opticnal

chisqg.test (M) # Performs and prints the test
summary.

Output
Pearson’s Chi-squared test
data: M
X-squared =30.0701, df =2, p-value = 2.954e-07

Conclusion: Since p-value is 0.0000002954 and is less than 0.05 the null hypothesis
that the gender and party affiliation are independent is rejected. So the gender and
party attiliation are dependent.
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